
Input Image Intrinsic Anything Ours Ground Truth

Figure R1: Qualitative comparison on MIT-Intrinsic (Grosse et al., 2009) with Intrinsi-
cAnything (Chen et al., 2024). Input image and ground truth have been contrast-adjusted for better
visibility.

Input Image Albedo Normal Metallic Roughness

Figure R2: Failure Cases.
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Figure R3: Results on Mip-NeRF 360 (Barron et al., 2022) (Part 1, outdoor). We input 4 views
for each scene.
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Figure R4: Results on Mip-NeRF 360 (Barron et al., 2022) (Part 2, indoor). We input 4 views
for each scene.
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Figure R5: Results on indoor and outdoor scenes. Input images are collected from the Internet.
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Figure R6: Reconstruction and relighting results on real-world data.
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Figure R7: Multiview images with extreme lighting variation. For each scene in NeRD
dataset (Boss et al., 2021), we input 4 views.
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