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This document presents the supplementary material omitted from
the main paper. In Section 1, we provide a more detailed explanation
of the semantic-replacement strategy. In Section 2, we provide more
qualitative results. In Section 3, we present additional ablation
studies on the global shape constraints and the co-training strategy.

1 Semantic-replacement Strategy
Before acquiring the target semantic layout 𝑆𝑡 , we introduce target
semantic guidance 𝑆𝑟𝑒𝑝 based on a semantic-replacement strategy,
which removes the original clothing semantics while ensuring the
continuity and pose consistency of the new semantics. As shown
in Figure 1, the source semantic layout 𝑆𝑠 is first separated into a
multi-channel binary parsingmap, where each channel corresponds
to clothing or a part of the person’s body. Except for clothing and
limbs, other contents of the person image should be preserved
after try-on, so we only replace the clothing channel and limb
channels of the source semantic layout 𝑆𝑠 to get the target semantic
guidance 𝑆𝑟𝑒𝑝 . Note that the contour of limbs reflects the shape
of the clothing, so they also need to be replaced. For the clothing
channel, we replace its content with the warped clothing mask𝑀𝑤 ,
which has been aligned with the person’s body in the dual-path
clothing warping module. For the limb channels, we first extract the
corresponding parts from the skeleton map 𝑃𝑠 according to 6 key
points of limb regions as the limb-skeleton map 𝑃𝑙 . Then we mask
𝑃𝑙 with 1−𝑀𝑤 to discard the regions that conflict with the warped
clothing due to the higher priority of clothing semantics, which is
utilized to replace the original contents in the limb channels (with
hand regions preserved). After the replacement, we recalibrate the
last channel (representing the background region) of 𝑆𝑖𝑟𝑒𝑝 based on
other channels. The overall semantic-replacement strategy can be
presented as follows:

𝑆𝑖𝑟𝑒𝑝 =


𝑆𝑖𝑠 0 ≤ 𝑖 ≤ 2
𝑀𝑤 𝑖 = 3
𝑃𝑙 ⊙ (1 −𝑀𝑤) 4 ≤ 𝑖 ≤ 5
1 − T (∑5

𝑘=0 𝑆
𝑘
𝑟𝑒𝑝 ) 𝑖 = 6

, (1)

where 𝑖 ∈ {0, 1, ..., 6} denotes the channel index of 𝑆𝑠 and 𝑆𝑟𝑒𝑝 , T (·)
is a truncated function that ensures the output value falls within
the range of zero and one, and ⊙ is the element-wise multiplication.
Then, the content of each 𝑆𝑖𝑟𝑒𝑝 is channel-wise merged again.
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Figure 1: The schematic of the semantic-replacement layout
estimationmodule. Based on the semantic-replacement strat-
egy, this module produces the target semantic layout 𝑆𝑡 that
describes the person wearing new clothing.

Subsequently, we employ a UNet [8]model as the semantic layout
estimator, which predicts the target semantic layout 𝑆𝑡 by inputting
the target semantic guidance 𝑆𝑟𝑒𝑝 . Since the pose information and
the semantics of warped clothing have been integrated into the
input beforehand, the estimator can more effectively discern the
generation locations of target semantics based on the contents after
replacement, which provides more accurate structural guidance for
the subsequent try-on synthesis.

2 More Qualitative Results
We conduct additional qualitative experiments to validate the di-
versity of the results generated by our method. First, we select
in-shop clothing with different styles and person images with dif-
ferent poses from the testing set of the VITON-HD [2] dataset,
which are combined into pairs to form multiple input groups, pro-
ducing various try-on results. These results are depicted in Figure
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Figure 2: More specific samples of our method.
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Figure 3: The number of pixels in the misalignment regions
caused by𝑀∗

𝑤 ,𝑀★
𝑤 , and𝑀𝑤 as the training iteration increases.

4, showcasing the robustness and generalization capability of our
SCW-VTON, which is not contingent upon specific paired data. Fur-
thermore, as shown in Figure 2, we provide more specific samples
of (a) male model, (b) turtleneck, (c) jacket, (d) back pose, (e) side
pose, (f) children’s clothing, (g) big logo, (h) crop top, (i) shorts, (j)
pants, (k) dress, and (l) coat.

Additionally, Figure 5 provides more qualitative comparison
results of ACGPN [10], SDAFN [1], RMGN [7], DOC-VTON [11],
and SCW-VTON on the VITON [4] dataset. Figure 6 exhibits further
comparison results of HR-VTON [6], SAL-VTON [9], DCI-VTON [3],
StableVITON [5], and SCW-VTON on the VITON-HD [2] dataset.

3 More Ablation Studies
We conduct additional experiments to demonstrate the necessity
of incorporating extra global shape constraints and the co-training
strategy. We adopt the same setup as in the main paper, defining

SCW-VTON∗ as a variant of SCW-VTON that ablates shape-guided
cross-attention blocks, while SCW-VTON★ is another variant that
only ablates the co-training strategy. Specifically, we compare the
ability of SCW-VTON, SCW-VTON∗, and SCW-VTON★ to capture
the shape characteristics of clothing after deformation with increas-
ing training iterations. To distinguish from the warped clothing
mask 𝑀𝑤 obtained from our SCW-VTON, we denote the output
mask by SCW-VTON∗ as𝑀∗

𝑤 , and the output mask by SCW-VTON★

as𝑀★
𝑤 . We respectively calculate the misalignment regions of𝑀∗

𝑤 ,
𝑀★

𝑤 , and 𝑀𝑤 with the ground truth 𝑀𝑔𝑡 (i.e., the actual clothing
regions in the person image) as the number of training iterations
increases, and compare these misalignment regions in Figure 3.
The results illustrate that𝑀∗

𝑤 generates a considerable number of
misalignment regions, and it is evident that the appearance flow pre-
dicted by SCW-VTON∗ is unstable. By incorporating shape-guided
cross-attention blocks to provide global shape constraints in SCW-
VTON★, 𝑀★

𝑤 exhibits significantly less misalignment and better
matches the person’s body. Moreover, with the implementation
of the co-training strategy in our full model SCW-VTON, there is
further improvement in both accuracy and stability. In summary,
these results demonstrate the effectiveness of the shape-guided
cross-attention blocks in providing global shape constraints for
estimating the clothing shape aligned with the person’s body accu-
rately and robustly, along with the beneficial impact of co-training
between the two paths on the weight update of the flow decoder.
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Figure 4: In-shop clothing with different styles and person images with different poses are selected from the testing set of the
VITON-HD [2] dataset to form multiple input groups and generate diverse try-on results.
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Figure 5: Qualitative results of our SCW-VTON and baseline methods on the VITON [4] dataset.
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Figure 6: Qualitative results of our SCW-VTON and baseline methods on the VITON-HD [2] dataset.
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