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Tabular Data Results

Selecting Subset of Models in the Ensemble
* Images or text are not the most frequent data

¢ Tabular data—a mix of numeric, symbolic, and textual
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*  Prior knowledge (feature engineering) XGBoost had a much better performance than the deep models, their

ensemble performed slightly better (lower is better) 1 p
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Getting good results with only 3 models

Compare Different Models

¢ Deep models
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e Ensemble of models | = TR ¢ XGBoost had better accuracy than the deep models

* Ensemble of deep models with XGBoost performed better
* XGBoost converged more quickly to good performance
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