Human-Adversarial Visual Question Answering
(Supplementary Material)

A Training Details

Except UNITER [11] and VILLA [17], we trained all models using MMF [55]. The evaluation
results with the standard deviation over three different runs with three different seeds are provided in
Table A.1. Below we detail the finetuning setup on the COCO [39] train 2017 split evaluated on the
AdVQA validation split. Unless otherwise specified, we used the AdamW [33, 41] optimizer with an
initial learning rate of 5e — 5, epsilon of le — 8, cosine schedule and a warmup of 2000 steps. All
jobs are trained in distributed fashion using PyTorch [48]> on NVIDIA V100 GPUs.

Table A.1: Model performance on VQA v2 and AdVQA val and test sets. * indicates that this
model architecture (but not this model instance) was used in the data collection loop.

Model VQA AdVQA VQA AdVQA

test-dev test val
Human performance 80.78 91.18 \ 84.73 87.53
Majority answer (overall) - 13.38 24.67 11.65
Majority answer (per answer type) - 27.39 31.01 29.24
Model in loop MoVIiE+MCAN [45] 73.56 10.33 | 73.51 10.24
Unimodal ResNet-152 [22] 26.37+£0.38 10.85+0.37|24.82+0.27 11.22+0.23
BERT [14] 39.47+2.92 26.90+£0.36 | 39.40+3.23 23.81+0.86
Multimodal MoVIiE+MCAN™ [45] 71.36+0.27 26.64+0.45|71.31+£0.13 26.37+0.49
(unimodal pretrain) MMBT [30] 58.00+4.10 26.70+0.24 | 57.32+3.75 25.78+0.34
P UniT [24] 64.34+0.05 32.12+0.21 | 64.32+0.04 33.94+0.18
VisualBERT [37] 70.37+£0.05 28.70+0.36|70.05+0.11 28.03+0.33
VILBERT [42] 69.42+0.30 27.36£0.18 | 69.27+0.14 27.36+0.32
Multimodal VIiLT [32] 64.52+0.42 27.11£0.14 | 65.43+2.43 27.19+0.50
(multimodal pretrain) UNITERBgse [11] 71.87+£0.01 25.16+£0.49|70.50+0.08 25.20+0.19
UNITER Large [11] 73.57£0.21 26.94+0.31|72.71+£0.22 28.03+0.33
VILLABase [17] 70.94+1.25 25.14+£0.93 1 69.50+1.44 25.17+0.67
VILLA Large [17] 72.29+0.39 25.79+0.46 | 71.40+0.37 26.18+0.15
Multimodal MA4C (TextVQA+STVQA) [25]]32.89+0.57 33.84+0.29 | 31.44+0.59 34.05+0.34
(unimodal pretrain + OCR) M4C (VQA v2 train set) [25] | 67.66+0.34 36.57+0.36 | 66.21+0.38 36.93+0.21

MoVIiE+MCAN We use a batch size of 64 for 236K updates using a multi-step learning rate scheduler
with steps at 180K and 216K, learning rate ratio of 0.2 and a warmup for 54K updates. Training takes
an average of 2 days.

Unimodal We train the models with a batch size of 64 for 88K updates with linear learning rate
schedule starting from le — 5 with a warmup for 2000 updates. We used a linear learning rate
schedule with 2000 warm up steps. The training takes an average of 8 hours.

MMBT [30] We trained MMBT from scratch with a batch size 64 without any pretraining following
[30] for 88K updates. The training takes an average of 17 hours.

UniT [24] We initialized from the model pretrained on all 8 datasets [24] with COCO initialization.
We set the batch size to 8, weight decay as le — 4 and train the model on 8 GPUs for 2 days.

VisualBERT [37] We trained VisualBERT from the best pretrained model on COCO using MLM
loss using a batch size of 64 which takes an average of 8 hours.

VIiLBERT [42] We trained VILBERT from the best pretrained model on Conceptual Captions using
MLM loss using a batch size of 64 which takes an average of 13 hours.
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ViLT [32] We trained ViLT with 44K updates, initial learning rate of 1le — 4, eps as 1e — 8 and weight
decay as 0.01 for an average of 7 hours.

UNITER/VILLA [11, 17] We used the author-provided pretrained checkpoint for UNITER? and
VILLA* with a confidence threshold of 0.075. The rest of the hyper parameters were consistent with
the configuration provided in the repository. The training takes about 2 hours.

MA4C [25] We used the same training schedule and hyper parameters as [25] used for TextVQA
training [57] for both TextVQA + STVQA and VQA v2. We didn’t use extra Visual Genome [34]
QA data due to lack of OCR text and used the OCR data from [25] for both COCO and TextVQA.

B Extended Dataset and Results Analysis

B.1 Question Types

To check what kind of questions types are present in AAVQA, we provide a detailed breakdown of
question types based on categories similar to [4] in Table B.1.

Table B.1: Detailed question type breakdown for AdVQA’s full validation set along with percentage
of those questions in “other”

Question Type | full val set (%) | “others”
what is 15.14 31.36
what color 5.57 12.96
what kind 0.85 1.98
what are 1.49 3.19
what type 0.85 1.98
is the 1.29 4.98
is this 1.02 0.35
how many 27.92 0.51
are 6.35 1.77
does 2.57 0.30
where 6.4 1.49
is there 0 0
why 0.03 0.07
which 3.26 7.40
do 0.67 0.02
what does 1.47 3.40
what time 0.76 1.77
who 0.36 0.84
what sport 0.12 0.28
what animal 0.32 0.74
what brand 0.93 2.16

B.2 Model Capabilities Required

To understand what capabilities are required for answering questions in AdVQA, we also sampled 50
random examples from the validation set. If more than one category is required for answering the
questions, we include the question in all those categories. The categorization is based on the answer
(i.e., what answering the question requires), rather than the question. Based on our analysis, we can
see that AAVQA does require multiple kinds of reasoning capabilities in a model to solve it:

* 10 questions required color understanding.

* 5 questions’ answers were common objects (80 common object classes in COCO)
* 16 questions required reading or understanding text for answering

* 17 questions required positional understanding and reasoning.

* 5 questions required understanding uncommon objects

* 5 questions required external knowledge in some form.

3UNITER Code: https://github.com/ChenRocks/UNITER
*VILLA Code: https://github.com/zhegan27/VILLA
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* Atleast 4 questions were directly solvable by common sense reasoning.
* One question required counting the number of the objects in the image.

B.3 BERT’s Performance

In comparison to multimodal models, BERT is very good at picking up on natural “biases” in
AdVQA, which it probably learns from its pretraining on large scale text corpora. As seen in Table
4, the category-wise performance of BERT compared to multimodal is different as multimodal
models perform better on numbers and others category while lagging on yes/no category. BERT’s
performance is similar to majority class performance and majority class performance on all categories
suggesting that BERT picks up on the dataset biases very well. We confirm this by doing an extensive
analysis on BERT and VisualBERT’s predictions on AdVQA:

*  66.6% of the times BERT predicts “no” majority answer compared to 54.1% of the times for
VisualBERT when the question is of “yes/no” type.

»  For numeric questions, 45.6% times BERT predicts majority answer ‘“2” whereas VisualBERT
only predicts it 40.1% times.

» For questions requiring reading text (keywords “written”, “sign”, “text”), BERT mostly predicts
“stop”.

» For questions related to brand BERT mostly predicts “nike”, “coca-cola”, “ford” or “apple”.

* For countries, BERT mostly answers “usa”.

* For color, mostly predicts “black™ or “white”.

» For questions asking what the person is holding predicts “tennis racket”.

* For cities, BERT mostly predicts “new york”.

* For position relation questions, BERT mostly predicts “right”.

B.4 Relationship to OKVQA, TextVQA and VQA-CP

In contrast to other VQA datasets which either target a very specific failure mode for VQA models
or reorganize data distribution to reduce impact of bias, in AAVQA we create a more holistic and
general dataset to make VQA more challenging. Specifically, compared to (i) OKVQA [44] in which
questions specifically require external knowledge, (ii) TextVQA [57] requiring scene text reading and
understanding, and (iii) VQA-CP [2] specifically changing answer distribution between train and test
splits, we don’t ask annotators to specifically target a fixed failure mode or artificially generate an
unbiased question distribution but take a more holistic model-in-the-loop approach. In our opinion,
asking annotators to fool an existing VQA model covering all of these failure modes and biases (and
more) makes AdVQA more suitable to be the next generation of a generic VQA benchmark. Having
these alternative benchmarks has helped certainly push progress and put a magnifying lens on very
difficult failure modes individually and we consider them complementary to AdVQA.

C Annotation details

Before annotators were able to proceed with the main task, they had to pass an on-boarding phase
(Section C.1). We restricted the interface to be only accessible on non-mobile devices, to annotators
in the US with at least 100 approved hits and with an approval rate higher than 98%. The annotators
were paid a bonus if their self-claimed fooling question was verified to be fooling and valid by two
other annotators.

C.1 Qualification Phase

The annotators were asked to go through a two-stage qualification phase. In the first stage, they were
shown 11 examples that include both valid and invalid questions. Figure B.1 shows valid and invalid
examples in the Example Stage. After scrolling through those 11 examples, the annotators proceeded
to the second stage, in which we ask them to complete a quiz. The annotators passed only if they got
more than 6 out of 7 correct, after which they qualified for the main task. There are two types of quiz
questions: 1) determine if the provided answer is correct for the specific image question pair; and 2)
determine if a given question is valid with the image as context. See Figure B.2 for examples of those
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Examples

Hide Instructions

In this section please carefully go through each example of valid and invalid questions.
A question is considered invalid if any of the following conditions is met:

The question does not require the image to answer.

ie., What is the capital of the USA?

The answer is not commonly known to other people.

ie., "What is the name of this plant?" when very few people would be able to recognize the plant and know the name.

The question is not based on the scene depicted in the image or the answer could not be provided correctly based on the image.
ie., "What is the brand of the soap?" when the brand name of the soap is only partially visible from the image.

ie., "What is the woman doing?" when there is no woman in the image.

For each example below, we show an image, a question and a description of why the question is valid or invalid. Additionally, for the valid questions
we include the answer the Al produced, and whether the answer was correct or not.

Please go through each example carefully.

WARNING: If you do not follow our instructions (shown above), your work will be rejected and you will be banned.

(a) Instructions for Examples Stage

INVALID QUESTION - DON'T ASK THIS TYPE OF QUESTION

(b) Invalid example (c) Valid example
Figure B.1: Qualification Phase Stage 1: View Examples

two question types. If an annotator failed the first time, they were given an explanation on the correct
choice before being allowed a second try on a different (but similar) set of questions.

C.2 Main Labeling Task

bl

Figure B.3a and B.3b show the instructions given to first-time annotators for the “question collection’
and “question validation” tasks. The instructions were hidden for the non-first-time annotators, but
remained accessible via a button at the top. Figure B.4a and B.4b show the preview landing pages on
Mechanical Turk.

C.3 Answer collection task

Figure C.1 and C.2 show the preview and main interface of the answer collection stage. For each
question, we collect ten answers from ten different annotators using this interface. We provide
explicit instructions following [20] and [57] to avoid ambiguity and collect short relevant answers.
The annotators are also provided a checkbox to select “unanswerable” in case the question is
ambiguous or can’t be answered which annotators are suggested to use sparingly. Finally, we use and
show a set of hand-crafted already annotated questions without ambiguity randomly to filter out bad
annotators by comparing their answers to ground truth. An annotator is prevented from doing the
task if they fail the test three times.
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Quiz - Judge whether a question is valid, and judge the Al's answer

Hide Instructions

Now that you have seen examples, let's test your understanding! The first part of this test consists of validating the Al's answers. For every image,
question and corresponding Al answer below, tell us if the Al answer was correct or not. The second part consists of validati:

Al receives. For every question tell us if it is valid or not. Remember:

A question is considered invalid if any of the following conditions is met:

The question does not require the image to answer.
ie., What is the capital of the USA?
The answer is not commonly known to other people.

ie., "What is the name of this plant?" when very few people would be able to recognize the plant and know the name.

The question is not based on the scene depicted in the image or the answer could not be provided correctly based on the image.

ie., "What is the brand of the soap?" when the brand name of the soap is only partially visible from the image.
ie., "What is the woman doing?" when there is no woman in the image.

WARNING:You have to correctly validate at least 6 out of the 7 examples to unlock the main task. If you fail you will not be able to complete the

onboarding.

WARNING: If you do not follow our instructions (shown above), your work will be rejected and you will be banned.

(a) Instructions for Quiz Stage

(b) Determine if the answer is correct

Figure B.2: Qualification Phase Stage 2 - quiz. Annotators are allowed access to the main task only if

they passed the quiz.

Ask questions and fool the Al

that fool The

I this task, you willbe asked to find
understanding English and interpreting images.

Given an image, you are expected to do the following:

1 A

« The question requires the image to answer.

Invalid: What s the capital of the USA?
Valid: Which country does the flag i the image represent?

« Another person s likely to provide the same answer to the question.
Invalic this dog? (when
Valid (when there is a rain/b

« The question is the image. An answer
Invalid: What s the woman doing? (when there is no women o i there are multiple women each doing something different.)

the criteria and it s clear

if few people would )

Valid: What is the woman to the left of (when
another person will agree with your answer to the question.)

Whatis the brand of this car?

15 THE QUESTION ABOVE VALID? (REFER 10 THE INSTRUGTIONS T0 SEE THE
Valid
invalid

(c) Determine if the question is valid

Validate Examples

Hid

Youwill be shown an image and a question. The task consists of two rounds. Firs, you have to determine if the question i valid. Most of the
questions should ba valid, as they are produced by hardworking turkers ik you! Some of the questions reauire digging into the image a bit more o,

assess its valdity. As a reminder, a over 1t we detect that youare

labeling realy quickly and not investigating the images in great detai, we will ban you.
A question is considered valid i

+ The question requires the image to answer.
Invalid: What i the capital of the USA?
Valid: Which country does the lag n the image represent?
+ Another person s likely o provide the same answer to the auestion.
Invalid: What i the broed of this dog? (when the dog is barely visibe or i few peaple would know the breed.)
Valid: What are people waiting for? (when there i a rain/bus station sign net to them.)
the image. An answer

investigate.
2. Verity Al answer
« Ifthe AVs answer was correct, select the Correct button.

Invalid: What i the woman doing? (when there is ho women ot if there are multple women each doing something different)
Valid: What s the woman to the let of the man doing? (when ther is is clear person wil
agree with your answer o the question)

select the Incorrect
these aspects:

« Ifthe s answer was incorrect, that i, the Al was
question.  the answer you
be a brief
For example, instead of “Itis a kitchen", just enter “kitchen”
swers, please use digits.

+ Foryes/no questions, please just say yes/no.
For example, instead of *You bet it it", just enter: *yes™

- For where the answer st of items:
2 itoms in the answer, it “ar
For example, question: “What are the two vegetables in the bow!2" Answer: "carrots and broccol”
Itthe ) i it ‘and".
For example, question: "What are the three - Answer: *spring, -
ind avoi language.

+ Respond

(a) Question Collection Instructions

s correct It
Plaase flag if you sense that the person asking the

] question as valld, next "
please clck 99
uestion has a bad intent.

You can also use the key shortcuts to operate

+ w: Valid Question,
+ st Invalid Question.

+ i Toggle ShowHide nstructions.
+ Escape: Cloar Selections.
+ Enter: Submit Valdation.

(b) Question Validation Instructions

Figure B.3: Main Labeling Task Instructions
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Ask Questions About Images That Fool An Al

Validate Examples

1 Determine i he astion'n
e

e e o he e presan?
- Anthrpusani hly 0 i he e answe [0 ho ueston:

e . s e

Completion

Reward

(a) Preview for Question Collection

21 1h qeation 4 v, datarmie hothr e provia s coret

Completion

e T i compiee hn ou vl 10 asampls.

Reward

O compltng the sk o wi e $035.

(b) Preview for Question Validations

Figure B.4: Preview - landing page on MTurk interface.

WARNING: If you do not follow our instructions (shown above), your work will be rejected and you will be banned.

IS THE QUESTION BELOW VALID? (SEE INSTRUCTIONS ABOVE TO SEE WHAT WE

MEAN BY "VALID")

How many dogs are there?

ACTIONS
® Valid
O Invalid
O Flag

DETERMINE IF THE ANSWER IS CORRECT:

3

ACTIONS

O Correct
@ Incorrect

Validations: 0 / 10.

Figure B.5: Validation Interface
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Figure C.1: Preview for Answer Collection

Answer question about text in the image Image

svsTEM:

what country has people sitting by its desk?

Ploase use e

properatantin. To help ok his oo, lease rea the nsiuctions on et carsuly.

CUnanswerable

Ploase ntr here.

Figure C.2: Answer collection interface
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D Random Samples

We show 10 randomly selected samples in Figure D.1.

Table D.1: Random examples from AdVQA.

Image AdVQA

Q: Which hands does he have bracelets on?
Processed Answers: both (count: 9)

Raw Answers: "both’, ’both hands’, both’, both’
’both’, ’both’, ’both’, *both’, *both’, *both’

Q:What is the baby wearing?

Processed Answers: overalls (count: 6)

Raw Answers: ‘shirt & overall’, *overalls’, "overalls’, "overalls’
’jumper’, "overalls’, *coverals ’, ’dungerees’, *overalls’, *overalls’
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Image AdVQA

Q: How many people can be seen in the room?
Processed Answers: 6 (count: 5), 7 (count: 3)
Raw Answers: ’7°,’5°,°6°,°8°,°6”,°7°,°6°,°6’, 7", 6’

Q: What is on the stovetop?

Processed Answers: kettle (count: 4)

Raw Answers: ’'tea kettle’, *kettle’, ’teapot’, "teapot’, ‘right’
“tea kettle’, "kettle’, "teapot’, “kettle’, "kettle’

Q: Whats does the three letters spell?
Processed Answers: unknown (not in vocab)
Raw Answers: 'pub’, 'pub’, ’pub’, "pub’, 'pub’
’pub’, ‘pub’, "pub’, 'pub’, *pub’

Q: Are the windows all the same size?
Processed Answers: no (count: 10)
Raw Answers: 'no’, 'no’, 'no’, ’no’, 'no’, 'no’

LI L) LI

’no’, ’no’, ’no’, 'no’
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Image AdVQA

Q: how many pieces of meat?
Processed Answers: 2 (count: 7), 1 (count: 3)
Raw Answers: ’2°,°2°,°2°,°2°,°2°,°2’,°1’,’ 1", ", 2’

Q: Which is the largest window?

Processed Answers: middle (count: 3)

Raw Answers: "center’, *bottom middle’, *bottom middle’,
’middle’, *middle’, ’bottom middle’, *middle lower ’
’where a cat sits’, 'middle one’, "the middle’

Q: What color is the checkerboard background?
Processed Answers: black and white (count: 5)

Raw Answers: 'unanswerable’, *black and white’, ’gray’
«* ¢ ’black and white’, ’black’, *black white’, *black and white’
’black and white’, *black white’, ’black and white’

Q: What does it say on the side of the boat closest in the foreground?
Processed Answers: unknown (not in vocab)

Raw Answers: ’sanssouci’, ’sanssouci’, ’sanssouci’

’sanssouci’, “sanssouci’, ’sanssouci’, ‘sanssouci’, ‘sanssouci’
’sanssouci’, “sanssouci’
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