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Figure 1: Pie-plot of subtopics in the dataset. Only a few subtopics are labelled to avoid clutter.
Each color in the plot denotes a different subtopic.

Figure 2: T-SNE plot for embeddings of 1000 random images and texts per topic with perplexity 32
(Figure 3 in the submission).
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