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1 DISTILLATION PROMPT
After extracting image descriptions and key information from social
media posts, we further refined and standardized the categorization
of generated intentions, as depicted in Figure 1. We incorporated
nine relations from ATOMIC [14], including xWant (After posting
this tweet, the user wants to...), oEffect (Others will... after viewing
this tweet), xAttr (The user posts this tweet because...), xIntent
(The user intended to... by posting this tweet), xReact (The user
feels... after posting this tweet), oReact (Others feel... after view-
ing this tweet), oWant (Others want to... after viewing this tweet),
oEffect (After posting this tweet, the user will continue to...), and
xNeed (Before posting this tweet, the user needs to...), along with an
"Open" category for open-domain intentions. Here, "x" signifies the
user’s thoughts and behaviors post-posting, while "o" represents
the impact on others. "Open" serves to elucidate the motivations
and purposes behind a user’s decision to publish specific content.
By adopting this categorization method, we are able to comprehen-
sively analyze posting intentions, accurately capture the underlying
motives, and deepen our understanding of user behavior.

2 COMPARISION METHODS
2.1 Intention Distillation Baseline
To investigate whether different types of language models signifi-
cantly impact intention generation without the MIKO framework,
we empirically analyzed the plausible rate of generation across
eleven large language models (LLMs): LLama2-7B[15], LLama2-
13B[15], Mistral-7B-Instruct-v0.1[6], Mistral-7B-Instruct-v0.2[6],
Falcon-7B[13], Flan-T5-xxl-11B[2], GLM3[4], GLM4[4], LLava-v1.5-
13B[10], and LLava-v1.6-vicuna-7B[10].

LLama2[15] is an autoregressive language model using an op-
timized transformer architecture. The enhanced versions are fine-
tuned through Supervised Fine-Tuning (SFT) and Reinforcement
Learning with Human Feedback (RLHF) to align more closely with
human preferences for helpfulness and safety. Available configura-
tions include 7B and 13B parameters.

Mistral-7B-Instruct-v0.x[6] comprises instructionally fine-tuned
versions of the Mistral-7B model, using diverse public conversation
datasets to improve the model’s ability to understand and respond
to instructions.

Falcon-7B is a 7B-parameter, causal, decoder-only model by TII,
trained on 1,500 billion tokens from RefinedWeb, with additional
curated corpora to enhance its generative capabilities.

Flan-T5-xxl-11B[2] is an improved version of the T5 model,
fine-tuned on a mixture of tasks for significant performance en-
hancements, providing more sophisticated responses with the same
parameter count.

GLM[4] describes a set of pre-trained language models based
on an autoregressive fill-in-the-blank approach, with variants like
GLM3 and GLM4 designed for specific language processing tasks.

LLava[10] is an open-source multimodal chatbot created by
fine-tuning the LLaMA/Vicuna model with GPT-generated mul-
timodal instruction-following data, leveraging an autoregressive
transformer architecture for improved conversational capabilities.

2.2 Sarcastic Detection Baseline
In our study, we utilize both text-based and multimodal approaches
as baseline frameworks to evaluate the impact of generated inten-
tions. For text-basedmethods, we integrateTextCNN [7],Bi-LSTM
[5], and SMSD [16]. Additionally, we adoptBERT [3], a robust base-
line in sarcasm detection. In the multi-modal domain, our baselines
encompassHFM [1],D&RNet [17],Att-BERT [12], InCrossMGs
[8], CMGCN [9] , and HKE [11].

TextCNN[7] applies a convolutional neural network (CNN) to
text classification tasks, using multiple kernels of different sizes to
extract key information from sentences (similar to n-grams of mul-
tiple window sizes), enabling it to better capture local correlations.

Bi-LSTM [5] utilizes two LSTM models, forward and backward,
taking into account both past and future information, allowing the
model to better capture contextual relationships in sequence data.

SMSD [16] employs self-matching networks and low-rank bilin-
ear pooling for sarcasm detection.

BERT [3] serves as the competitive baseline for the sarcasm
detection task.

HFM [1] treats text features, image features, and image attributes
as three modalities and proposes a multimodal hierarchical fusion
model to address the challenges of multimodal sarcasm detection.

D&R Net [17] is a novel method for modeling cross-modality
contrast in the associated context, whichmodels both cross-modality
contrast and semantic association by constructing the Decomposi-
tion and Relation Network (namely D&R Net). The decomposition
network represents the commonality and discrepancy between
image and text, and the relation network models the semantic asso-
ciation in a cross-modality context.

Att-BERT [12] is a BERT architecture-based model that fo-
cuses on both intra- and inter-modality incongruity for multimodal
sarcasm detection. In detail, Att-BERT is inspired by the idea of
a self-attention mechanism and design inter-modality attention
to capturing inter-modality incongruity. Besides, the co-attention
mechanism is applied to model the contradiction within the text.
The incongruity information is then used for prediction.

InCrossMGs [8] utilizes an interactive graph convolution net-
work (GCN) structure to jointly and interactively learn the incon-
gruity relations of in-modal and cross-modal graphs for determining
the significant clues in sarcasm detection.
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Figure 1: An example illustrates the instructions for the intention generation.

CMGCN[9] first detects objects paired with image modality
descriptions, uses the description of the objects as a bridge, deter-
mines the importance of the association between the objects of
the image modality and the context words of the text modality,
and constructs a cross-modal graph. Subsequently, cross-modal
graph convolutional networks are used to understand the incon-
sistent relationships between modalities for multi-modal sarcasm
detection.

HKE [11] signifies a hierarchical framework, leveraging both
atomic-level congruities through amulti-head cross-attentionmech-
anism and composition-level congruity via graph neural networks,
while a post exhibiting low congruity is identified as sarcastic.

3 MORE CASE STUDY
We show more examples of a raw text-image pair and their cor-
responding knowledge as well as image descriptions (𝑆𝑒𝑐𝑡𝑖𝑜𝑛 4.1),
key information (𝑆𝑒𝑐𝑡𝑖𝑜𝑛 4.2), and different aspects of generated
intentions (𝑆𝑒𝑐𝑡𝑖𝑜𝑛 4.3) in Figure 2. Similarly, plausibility and typi-
cality are used to measure the quality of generated information, and
we can observe that most generated intentions are both reasonable
and comprehensive, in line with human intuitive understanding.



233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

Supplementary Materials: Multimodal Intention Knowledge Distillation from Large Language Models for Social-Media Commonsense DiscoveryACM MM, 2024, Melbourne, Australia

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

xWant: 

oEffect:

xAttr:

xIntent:

xReact:

oReact:

oWant:

oEffect: 

xNeed: 

Open:

xWant:

oEffect: 

xAttr: 

xIntent: 

xReact: 

oReact: 

oWant: 

oEffect: 

xNeed: 

Open:

xWant:

oEffect: 

xAttr:

xIntent:

xReact:

oReact: 

oWant:

oEffect: 

xNeed: 

Open:

Figure 2: The additional examples provided showcase the generated descriptions of images, key information, and their associated
intentions. "P" denotes plausibility, while "T" represents typicality. Generated outcomes of high quality are accentuated in
green, whereas those of lower quality are underscored in red. Furthermore, "H" signifies high, and "L" signifies low, referring to
the respective scores for plausibility and typicality.
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