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A DC-AE ARCHITECTURE AND TRAINING DETAILS
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(b) DC-AE Model Architecture with Residual Autoencoding

256 x 256 x 256 512x 128 x 128 512x64x64 1024 x 32 x 32 1024 x 16 x 16

o $ g | = = E
b -} o | s s s
w0 -— -

z a o | ] ] ]
o k] 3 Ko} 20 920
o z 2 |: S Sm 2m
x A g | E E £
« x |i o |i w w w

(c) DC-AE Encoder Stages
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(d) DC-AE Decoder Stages

Figure 10: Detailed Architecture of SD-VAE, DC-AE, DC-AE Encoder, and DC-AE Decoder
Stages.

We present the detailed architecture of SD-VAE, DC-AE, DC-AE encoder, and DC-AE decoder
stages in Figure 10 to complement Figure 4.

We use the AdamW optimizer (Loshchilov, 2017) for all training phases.

In phase 1 (low-resolution full training), we use a constant learning rate of 6.4e-5 with a weight
decay of 0.1, and AdamW betas of (0.9, 0.999). We use L1 loss and LPIPS loss (Zhang et al., 2018).

In phase 2 (high-resolution latent adaptation), we use a constant learning rate of 1.6e-5, a weight
decay of 0.001, and AdamW betas of (0.9, 0.999). We use the same loss as phase 1.

In phase 3 (low-resolution local refinement), we use a constant learning rate of 5.4e-5, and AdamW
betas of (0.5, 0.9). We use L1 loss, LPIPS loss (Zhang et al., 2018), and PatchGAN loss (Isola et al.,
2017).

B ABLATION STUDY ON TRAINING DIFFERENT NUMBERS OF LAYERS

Figure 11 presents the ablation study on training different numbers of layers in phase 2 (high-
resolution latent adaptation) and phase 3 (low-resolution local refinement).

C ADDITIONAL IMAGE RECONSTRUCTION RESULTS

Table 5 reports the reconstruction results under the low spatial-compression ratio setting. DC-AE
delivers slightly better results than SD-VAE under this setting.
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Figure 11: Ablation Study on Training Different Numbers of Layers in Phase 2 (Left) and
Phase 3 (Right).

ImageNet 256 <256 | Latent Shape | Autoencoder |rFID | PSNR 1 SSIM 1 LPIPS |

SD-VAE [40] | 0.63  24.99 0.71 0.063
DC-AE 046 25.46 0.73 0.057

f8c4 ‘ 32x32x4 ‘

Table 5: Image Reconstruction Results under the Low Spatial-Compression Ratio Setting.

D LATENT SCALING AND SHIFTING FACTORS

Following the common practice (Rombach et al., 2022; Peebles & Xie, 2023; Bao et al., 2023; Esser
et al., 2024; Labs, 2024; Chen et al., 2024b;a), we normalize the latent space of our autoencoders
to apply to latent diffusion models. Given a dataset, we compute the root mean square of the latent
features and use its multiplicative inverse as the scaling factor for our autoencoders. We do not use
the shifting factor for our autoencoders.

E DIFFUSION MODEL ARCHITECTURE DETAILS

In addition to existing UViT models, we scaled the model up to 1.6B parameters, with a depth of
28, a hidden dimension of 2048, and 32 heads. We denote this model as UViT-2B.

F DIFFUSION SAMPLING HYPERPARAMETERS
For the DiT models, we use the DDPM (Ho et al., 2020) sampler from the DiT (Peebles & Xie,
2023) codebase with 250 sampling steps and a guidance scale of 1.3.

For the UViT models, we use the DPMSolver (Lu et al., 2022a) sampler with 30 sampling steps and
a guidance scale of 1.5.

+ SD-VAE-f8p2 + DiT-XL 4 SD-VAE-f8p2 + UVIiT-H 4 SD-VAE-f8p2 + DiT-XL + SD-VAE-f8p2 + UVIiT-H
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Figure 12: Ablation Study on Diffusion Sampling Hyperparameters. We use the DPMSolver
sampler for both DiT-XL and UViT-H. DC-AE provides significant speedup over the baseline mod-
els while maintaining the generation performance under different diffusion sampling hyperparame-
ters.

G HIGH-RESOLUTION IMAGE GENERATION RESULTS

Apart from ImageNet 512x512, we also test our models for higher-resolution image generation. As
shown in Table 6, we have a similar finding where DC-AE-f32p1 achieves better FID than SD-VAE-
f8p2 for all cases.
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FFHQ 1024 <1024 (Unconditional) & MJHQ 1024 x 1024 (Class-Conditional)

Diffusion Patch Throughput (image/s) 1|Latency|Memory| [FFHQ FID || MIJHQ FID |
Model Autoencoder Size NFE Training Inference | (ms)| | (GB)J | w/o CFG |w/o CFG w/ CFG
SD3-VAE-{8 [9] 2 [250| 83 1.63 3554 | 414 46.28 109.43 103.02
Flux-VAE-f8 [20] | 2 [250| 83 1.63 3554 | 414 59.15 143.16 139.06

SDXL-VAE-f8 [39]] 2 |250| &4 1.67 3530 | 41.2 16.82 49.00 39.21

Asym-VAE-f8 [58]| 2 [250| 84 1.67 3530 | 41.2 17.10 48.30  38.35

. ) 2 [250| 84 1.67 3530 | 41.2 16.98 48.05 38.19

DIT-s [38] SD-VAE-B 40T |4 1550|470 11.13 632 | 107 | 2381 | 60.94 51.29

DC-AE-f32 1 [250| 475 11.15 634 10.7 13.65 3435 27.20

DC-AE-f32} 1 [250| 475 11.15 634 10.7 11.39 28.36  21.89

DC-AE-f64 1 [250| 2085 50.26 230 31 26.88 61.30 53.38

Mapillary Vistas 2048 <2048 (Unconditional)

Diffusion Patch Throughput (image/s) 1|Latency|Memory MapillaryVistas FID |
Model Autoencoder Size NFE Training Inference | (ms)J | (GB) | w/o CFG

| SD-VAE-f8[40] | 4 [250| 84 1.64 | 3561 | 414 | 69.50
DS "peAEfe4 | 1 (250 459 1091 | 639 | 110 | 59.55

Table 6: 1024 x 1024 and 2048 x 2048 Image Generation Results. ! represents the model is trained
with 4 x batch size (i.e., 256 — 1024).

H IMAGE GENERATION RESULTS WITH OTHER EVALUATION METRICS

Table 7 presents a comprehensive evaluation of different diffusion models and autoencoders on Im-
ageNet 512x512. The evaluation metrics include FID (Martin et al., 2017), inception score (IS)
(Salimans et al., 2016), precision, recall (Kynkdinniemi et al., 2019), and CMMD (Jayasumana
et al., 2024). Our DC-AE consistently delivers significant efficiency improvements while maintain-
ing the generation performance under different evaluation metrics.

I ADDITIONAL SAMPLES

In Figure 13 and 14, we provide additional image reconstruction samples produced by SD-VAE
and DC-AE. Reconstructed images by DC-AE demonstrate better visual qualities than SD-VAE’s
reconstructed images, especially for the f64 and f128 autoencoders. Some samples are cropped for
better visualization of details like human faces and small texts.

In Figure 15 and Figure 16, we show randomly generated samples on ImageNet 512x512 and
MJHQ-30K 512x512 by the diffusion models using our DC-AE.
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Diffusion Autoencoder Patch NFE Inference FID | Inception Score 1 Precision 1 Recall 1 CMMD |
Model Size Throughput | w/o CFG w/ CFG |w/o CFG w/ CFG|w/o CFG w/ CFG|w/o CFG w/ CFG|w/o CFG w/ CFG
SD3-VAE-f8 [9] 2 |30 49.73 164.34 14382 | 6.07 7.53 0.06 0.09 0.31 0.39 3.13 2.94
Flux-VAE-f8 [20] 2 30 49.73 106.07 84.73 13.39 17.71 0.28 0.37 0.39 0.42 1.90 1.67
SDXL-VAE-f8 [39]| 2 | 30 49.85 51.03 2638 | 2758 56.72 0.57 0.74 0.58 0.50 1.35 1.05
Asym-VAE-f8 [58] | 2 30 49.85 52.68 25.14 3022 65.27 0.58 0.74 0.62 0.51 1.09 0.80
UVITS [1 SD-VAE-8 [40] 2 30 49.85 5196 2457 30.37 6573 0.57 0.74 0.64 0.52 1.23 0.91
TS ] SD-VAE-{16 [40] 2 30 214.68 76.86 4422 21.38 4335 0.43 0.62 0.60 0.55 1.83 1.46
SD-VAE-f32 [40] 1 30 214.72 70.23 38.63 23.07 4772 0.46 0.64 0.58 0.56 1.71 1.36
DC-AE-f32 1 30 214.17 46.12 18.08 34.82 84.73 0.59 0.76 0.66 0.56 1.00 0.70
DC-AE-f64 1 30 896.23 67.30 35.96 2455  52.86 0.44 0.64 0.60 0.56 1.44 1.14
DC-AE-f64" 1 30 896.23 61.84 30.63 | 2728 61.76 0.47 0.67 0.63 0.56 1.35 1.04
Flux-VAE-f8 [20] ‘ 2 ‘ 250 ‘ 0.83 ‘ 27.35 8.72 ‘ 53.09 130.20 ‘ 0.68 0.83 ‘ 0.61 0.48 ‘ 0.54 0.30
Asym-VAE-f8 [58]| 2 |250 0.85 11.39 297 108.70  241.10 0.75 0.83 0.65 0.53 0.37 0.20
DIT-XL [38] SD-VAE-8 [40] 2 | 250 0.85 12.03 3.04 105.25 240.82 0.75 0.84 0.64 0.54 0.43 0.25
= 3¢
DC-AE-f32 1 ]250 4.03 9.56 2.84 | 117.49 22698 | 0.75 0.82 0.64 0.55 0.34 0.22
DC-AE-f32} 1 |250 4.03 6.88 2.41 141.07 263.56 0.76 0.82 0.63 0.56 0.29 0.18
Flux-VAE-f8 [20] ‘ 2 ‘ 30 ‘ 5.82 ‘ 3091 12.63 ‘ 56.72  127.93 ‘ 0.64 0.76 ‘ 0.59 0.49 ‘ 0.50 0.31
Asym-VAE-f8 [58] | 2 30 5.85 11.36 3.51 12424 249.21 0.75 0.82 0.61 0.53 0.32 0.20
UVITH ] SD-VAE-f8 [40] 2 30 5.85 11.04 3.55 125.08 250.66 0.75 0.82 0.61 0.53 0.39 0.26
DC-AE-f32 1 30 27.03 9.83 2.53 12191 255.07 0.76 0.83 0.65 0.54 0.34 0.20
DC-AE-f64 1 30 111.77 13.96 3.01 99.20 229.16 0.73 0.83 0.64 0.53 0.50 0.31
DC-AE-f64" 1 30 111.77 1226 266 | 109.20 239.82| 0.73 0.82 0.67 0.57 0.43 0.27
Flux-VAE-f8 [20] ‘ 2 ‘ 30 ‘ 2.58 ‘ 25.03 10.12 ‘ 74.04 161.29 ‘ 0.67 0.78 ‘ 0.58 0.51 ‘ 0.38 0.24
Asym-VAE-f8 [58] | 2 | 30 2.62 9.87 3.62 | 131.95 258.63| 0.76 0.83 0.59 0.52 0.30 0.19
UVIT-2B [1] SD-VAE-8 [40] 2 30 2.62 9.73 3.57 132.86  260.50 0.76 0.83 0.59 0.52 0.37 0.24
DC-AE-f32 1 30 11.08 8.13 230 | 13544 27273| 0.76 0.82 0.66 0.56 0.30 0.17
DC-AE-f64 1 30 45.55 7.78 247 138.11 280.49 0.77 0.84 0.63 0.54 0.35 0.22
DC-AE-fo41 1 30 45.55 6.50 225 152.35 293.45 0.77 0.83 0.65 0.56 0.31 0.19
MAGVIT-v2 [51] R - - - 3.07 191 | 2131 3243 - - - - - -
EDM2-XXL [17] - - - - 1.91 1.81 - - - - - - - -
MAR-L [24] - - - - 2.74 1.73 2052 2799 - - - - - -
SiT-XL [33] DC-AE-f32 1 - - 747 241 131.37 237.71 0.77 0.82 0.65 0.58 0.36 0.23
USIiT-H DC-AE-32 1 - - 3.80 1.89 174.58 252.35 0.78 0.82 0.64 0.60 0.24 0.18
USIT-2B DC-AE-f32 1 - - 2.90 1.72 | 187.68 248.10 | 0.79 0.82 0.63 0.61 0.21 0.17

Table 7: Class-Conditional Image Generation Results on ImageNet 512 <512 with More Eval-
uation Metrics. ' represents the model is trained for 4 x training iterations (i.e., SOOK — 2,000K
iterations). ¥ represents the model is trained with 4x batch size (i.e., 256 — 1024). ‘NFE’ denotes
the number of functional evaluations. The NFEs for SiT (Ma et al., 2024a) and USiT models are left
blank as they use an adaptive-step evaluation scheduler.
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Figure 13: Additional Autoencoder Image Reconstruction Samples.

19



Published as a conference paper at ICLR 2025

32 164 128

SD-VAE

DC-AE

SD-VAE

DC-AE

Figure 14: Additional Autoencoder Image Reconstruction Samples.
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Prompt: logo of a crows head, looking in the camera,
symmetrical, colorful, 4k

Prompt: ultra photorealistic, super ultra har quality, ful figure,
National Geographic professional photograph of a Giant
recycled wooden sculpture of a grizzly bear, sculpture in the
artistc style of Thomas Dambo, Mandurah estuary backdrop,

Prompt: cliver barkers cenobites from hellrazer working in an
evil snack bar, demonic fast food restaurant, hyper realistic,
UHD quality, scene from film

Prompt: Hoded facless Hacker PLaying Heavy Metal in

hyper realistic, Ultra hd 8k Lifelike Ultra Realistic , Shot on a

Canon EOS 5D Mark IV with a 200mm f 1. 4L IS USM lens 64

megapixels Zoomed out octane render shading and bokeh

Prompt: a heart shaped kratom leaf is displayed on its own, in
the style of high resolution, thai art, light white and light emerald,
realist lifelike accuracy, moche art, rounded, nabis, logo

blue white gol

Prompt: hurt woman walks down a neighborhood road alone at
night a car is crashed in a ditch off to the side, wide shot

Prompt: waterfall in a green Forrest

Keyboards, Hd cinematic lighting, realistic, photorealistic, Real

Prompt: Content Highly realistic Neanderthal face integrated
onto a giant Bigfoot with flint black skin Medium Hyperrealistic
digital painting Style Realism with a focus on intricate details
and textures Lighting Soft, diffused natural lighting to enhance
the facial features, fur texture, and overall form Colors Rich
earthy tones for the fur, fint black skin tone for the Neanderthal
face, and subtle variations to convey depth and realism
Composition Wideangle lens capturing the full figure of the giant
Bigfoot with a Neanderthal face, standing in a natural
environment, showcasing the seamless integration of facial
features, expressive eyes, and distinctive bone structure Create
ahyperrealistic digital painting depicting a highly realistic
Neanderthal face integrated onto a giant Bigfoot with flint black
skin, as if you were seeing it in person. Employ a realism style
with a focus on intricate details and textures. Use soft, diffused
naturallighting to enhance the facial features, fur texture, and
overall form. Choose rich earthy tones for the fur and a flint
black skin tone for the Neanderthal face, adding subtle
variations to convey depth and realism. Gompose the image
with a wideangle lens capturing the full figure of the giant Bigfoot
with a Neanderthal face, standing in a natural environment,
showcasing the seamless integration of facial features
expressive eyes, and distinctive bone structure.

Prompt: soulful woman in stanning fashinable yellow winter

dress, hair pinned up, with adorable litle baby duck and yellow
tulips, editorian photography, Vogue, fashion and beauty, love,
hyperrealistic, hyperdetailed

smiling girl, cyberpunk

N\ {
Prompt: Detailed portrait of cute
futuristic, reflective puffy coat, decorated with hearts, by ismail
inceoglu dragan bibin hans thoma greg rutkowski alexandros
pyromallis nekro rene maritte illustrated, perfect face, fine
details, realistic black and white lineart coloring page

\ z
Prompt: black and white image, portrait of a tiger, love. A

National Geographic award winning stock image popular no text
prompt trend. pinterest contest winner

Prompt: stock image popular fig leaf trend

Prompt: a beautiful and colorful Monstera, dark, hyper realistc,
highly detailed, intricate, volumetric light, natural
ighting,cinematic 4k

Prompt: an angel hiding deep in the dark forest behind the
bushes, hiding from a drone, full body, in the style of
renaissance painting, photorealistic, mysterious, cinematic, 4k

Prompt: camping sticker white background

Figure 15: Random 512 <512 Text-to-Image Samples. Prompts are randomly drawn from MJHQ-

30K (Li et al., 2024a).
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Figure 16: Random Generated Samples on ImageNet 512x512.
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