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Motivation and Contribution
(1) Equivariant and invariant networks have demonstrated the 
importance of incorporating 3D-related inductive biases in 
learning representations of 3D atomistic systems.
(2) A parallel line of research lies in generalizing Transformers to 
many domains such as vision and graphs and achieves 
widespread success. 
(3) This naturally leads to the question of how we can apply 
Transformer-like networks to 3D atomistic systems.
(4) We propose Equiformer, an equivariant graph neural 
network that combines the inductive bias of equivariance with 
the strength of Transformers.
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Equivariant features (e.g., type-1 vectors) are rotated 
accordingly when input graphs are rotated.

(1) Equivariant graph attention 
improves upon typical attention 
in Transformers.
(2) The feature sent from node s 
to node t is:
                                   , where
       : attention weights (scalars),
       : value (irreps features).
(3) Both are obtained with tensor 
products and non-linear 
functions.
(4) Steps are shown on the right.

Equiformer achieves better results than previous equivariant 
Transformers and other equivariant message passing networks 
and invariant message passing networks.

(1) When trained with IS2RE data, Equiformer improves upon 
previous state-of-the-art models. 
(2) When trained with IS2RE + IS2RS data, Equiformer 
improves upon GNS and Graphormer and has 2.3× to 15.5× 
less training time.

Ablation Study
(1) Non-linear attention (MLP attention) improves upon linear 
attention (dot product attention).
(2) Non-linear messages improves upon linear messages.

github.com/atomicarchitects/equiformer

Equivariant operations include the equivariant version of 
original operations in Transformers and tensor products.


