
CONFLICTBANK: Supplementary Information

Zhaochen Su1, Jun Zhang1, Xiaoye Qu2, Tong Zhu1,
Yanshu Li1, Jiashuo Sun2, Juntao Li1, Min Zhang1, Yu Cheng3

1Institute of Computer Science and Technology, Soochow University, China
2Shanghai AI Laboratory, 3The Chinese University of Hong Kong

{suzhaochen0110,junzhang20030309,gasolsun36}@gmail.com
{ljt,minzhang}@suda.edu.cn; xiaoye@hust.edu.cn;
tzhu1997@outlook.com; chengyu@cse.cuhk.edu.hk

Contents1

A Discussion 22

A.1 Code Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

A.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

A.3 Limitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

A.4 Ethics Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

B Dataset Details 27

B.1 Comparison of CONFLICTBANK and Prior Datasets . . . . . . . . . . . . . . . . . 28

B.2 Running time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

B.3 CONFLICTBANK Templates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

B.4 Human Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

C Experimental Details 312

C.1 Chosen Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

C.2 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

D LLM Prompts for Different Steps 415

E Datasheet 416

E.1 Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417

E.2 Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 418

E.3 Maintenance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 519

Submitted to the 38th Conference on Neural Information Processing Systems (NeurIPS 2024) Track on Datasets
and Benchmarks. Do not distribute.



A Discussion20

A.1 Code Access21

Following the NeurIPS Dataset and Benchmark Track guidelines, we have uploaded our datasets to22

Hugging Face. The claim and evidence conflict pairs can be found at https://huggingface.23

co/datasets/Warrieryes/CB_claim_evidence, and the QA pairs used for analysis are24

available at https://huggingface.co/datasets/Warrieryes/CB_qa. We have doc-25

umented all code (including the code to preprocess the data, create, train, and evaluate the base-26

line models and metrics) in an openly-available GitHub repository: https://github.com/27

zhaochen0110/conflictbank.28

A.2 Motivation29

In essence, our work aims to provide a large-scale, diverse, and realistic benchmark to study knowl-30

edge conflicts in LLMs. Our motivation stems from exploring how retrieved and embedded knowl-31

edge conflicts impact model behavior and reliability across various scenarios. To align our dataset32

distribution and research with real-world situations, we construct conflicts from three different33

causes, including misinformation, temporal discrepancies, and semantic divergences. Our bench-34

mark allows for an equitable comparison of different conflict effects on models, addressing the35

limitations of existing datasets that often focus narrowly on specific conflict types. Ultimately, by36

analyzing the results of our dataset, we aim to offer a detailed and nuanced understanding of how37

models handle conflict information, guiding the development of more robust and trustworthy lan-38

guage models in real-world scenarios.39

A.3 Limitation40

Our approach uses generative methods to efficiently construct a large number of conflict pairs, a41

widely adopted technique in current research [Xie et al., 2024]. Although conflict pairs may be ex-42

tracted from pre-training corpora, the vast amount of data makes it challenging to efficiently identify43

and extract a significant number of conflicts. In future work, we will explore more methods for44

constructing conflict pairs to verify the robustness of our dataset.45

A.4 Ethics Statement46

In this paper, we created a comprehensive benchmark CONFLICTBANK for analyzing knowledge47

conflicts. The dataset is constructed based on Wikidata, which is under the public domain1. There-48

fore, we can adapt these data to construct our dataset. We will also release our data under the same49

license. The scope of our dataset is purely for scientific research. However, the contexts from the50

model outputs that may be considered offensive. Adopting such content is not a decision of the51

authors, and all content does not reflect the views of the authors of this paper.52

B Dataset Details53

We exhibit a complete example of our proposed CONFLICTBANK in Table 1.54

B.1 Comparison of CONFLICTBANK and Prior Datasets55

In Table 2, we show the detailed comparison of our CONFLICTBANK benchmark and prior knowl-56

edge conflict datasets. Our dataset is the first to include three main causes of conflict and can be57

used to evaluate the effects of knowledge conflict on retrieved knowledge, embedded knowledge,58

and their interactions.59

1https://www.wikidata.org/wiki/Wikidata:Licensing
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B.2 Running time60

Table 3 shows the running time and data volumn after each step for CONFLICTBANK.61

B.3 CONFLICTBANK Templates62

The templates that we used to create CONFLICTBANK is shown in Table 4.63

B.4 Human Evaluation64

In this section, we recruited five volunteers to evaluate the entailment between claims and generated65

evidence and the contradiction between default and conflict evidence. Each volunteer assessed a66

sample of 200 randomly selected examples to ensure the quality and reliability of our dataset. They67

were tasked with two main evaluations:68

• Entailment Check: Determining whether the generated evidence logically supports the corre-69

sponding claim.70

• Conflict Verification: Ensuring that the default and conflict evidence are contradictory.71

The human evaluation results showed a high level of accuracy in our data generation process. Out of72

the 200 examples assessed, only one example was found to be ambiguously conflicting. As shown73

in Table 5, although the model generated evidence for the misinformation claim “Daniel Rousse74

worked for Technical University of Liberec”, it also included information about his work at “École75

de technologie supérieure” due to existing knowledge within the model. Despite this, the overall76

conflict remained unaffected, so we retained this type of generated evidence.77

This indicates that our confirmation classifier and NLI model effectively ensure the integrity of78

the conflict pairs in our dataset. These evaluations confirm the robustness of our dataset and its79

suitability for studying knowledge conflicts in LLMs.80

C Experimental Details81

C.1 Chosen Models82

We perform comprehensive experiments on 12 representative large language models, covering four83

series. Below is the detailed description:84

1. GEMMA [Team et al., 2024] leverages transformer-based networks with enhanced attention85

mechanisms and optimized layer normalization, as well as fine-tuning with domain-specific pre-86

training and rigorous hyperparameter tuning inspired by Gemini family [Team et al., 2023] to87

ensure high performance. We select models with 2B and 7B parameters for our analysis.88

2. LLAMA2 [Touvron et al., 2023] is a popular open-source foundation model, trained on 2T89

tokens with efficient grouped-query attention (GQA) [Ainslie et al., 2023]. For our analysis, we90

choose models with 7B, 13B, and 70B parameters.91

3. LLAMA3 builds on LLaMA2 with further architectural enhancements and larger datasets, push-92

ing the boundaries of open-source foundation models. It is trained on over 15T tokens collected93

from public sources. Models with 7B and 70B parameters are selected for our analysis.94

4. QWEN1.5 [Bai et al., 2023a], the latest version of Qwen series [Bai et al., 2023b], is a decoder-95

only transformer model with SwiGLU activation, RoPE, multi-head attention. We analyze mod-96

els with parameter sizes of 0.5B, 4B, 7B, 14B, and 70B.97

C.2 Implementation Details98

To investigate the impact of internal knowledge conflicts within the parametric memory, we continue99

pre-training three representative LLMs, including QWEN1.5-4B, MISTRAL-7B, and LLAMA3-8B100
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We utilize eight NVIDIA Tesla A100 GPUs to train models with LLaMA Factory library2 [Zheng101

et al., 2024]. In our experiments, we train four different conflict ratio models on each foundational102

model: 1:0, 2:1, 1:1, and 2:3. To ensure fair comparisons, we fix the training to 4500 steps for each103

category, covering a total of 1.06 billion tokens. Specifically, we use a learning rate of 2e-5 and set104

the batch size at 256. To facilitate parallel training, we employ DeepSpeed Zero-Stage 3 [Ren et al.,105

2021] and FlashAttention2 [Dao, 2023].106

D LLM Prompts for Different Steps107

In this section, we provide a detailed list of all prompts for different steps, offering a clear reference108

for understanding our experimental approach:109

• The prompt for generating semantic conflict descriptions is shown in Figure 1.110

• The prompt for generating default evidence is shown in Table 6.111

• The prompt for generating misinformation conflict evidence is shown in Table 7.112

• The prompt for generating temporal conflict evidence is shown in Table 8.113

• The prompt for generating semantic conflict evidence is shown in Table 9.114

• The prompts for evaluation can be found from Figure 2 to Figure 4.115

E Datasheet116

We follow the documentation frameworks provided by Wang et al. [2023b].117

E.1 Distribution118

For what purpose was the dataset created?119

• Please refer to Appendix A.2.120

Who created the dataset (e.g., which team, research group) and on behalf of which entity (e.g.,121

company, institution, organization)?122

• The dataset is jointly developed by a collaborative effort in the author list.123

Composition/collection process/preprocessing/cleaning/labeling and uses:124

• The answers are described in our paper as well as website: https://github.com/125

zhaochen0110/conflictbank.126

E.2 Distribution127

Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,128

organization) on behalf of which the dataset was created?129

• Yes, the dataset is open to the public.130

How will the dataset will be distributed (e.g., tarball on website, API, GitHub)?131

• The dataset will be distributed through Hugging Face and the code used for developing baseline132

models through GitHub.133

When will the dataset be distributed?134

• It has been released now.135

2https://github.com/hiyouga/LLaMA-Factory.
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Will the dataset be distributed under a copyright or other intellectual property (IP) license,136

and/or under applicable terms of use (ToU)?137

• Our dataset will be distributed under the CC BY-SA 4.0 license.138

E.3 Maintenance139

How can the owner/curator/manager of the dataset be contacted (e.g., email address)?140

• The owner/curator/manager(s) of the dataset can be contacted through following emails: Zhaochen141

Su (suzhaochen0110@gmail.com) and Prof. Juntao Li (ljt@suda.edu.cn).142

Is there an erratum?143

• No. If errors are found in the future, we will release errata on the main web page for the dataset144

(https://github.com/zhaochen0110/conflictbank).145

Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete in-146

stances)?147

• Yes, the datasets will be updated whenever necessary to ensure accuracy, and announcements148

will be made accordingly. These updates will be posted on the main web page for the dataset149

(https://github.com/zhaochen0110/conflictbank).150

If the dataset relates to people, are there applicable limits on the retention of the data asso-151

ciated with the instances (e.g., were the individuals in question told that their data would be152

retained for a fixed period of time and then deleted?)153

• N/A154

Will older version of the dataset continue to be supported/hosted/maintained?155

• Yes, older versions of the dataset will continue to be maintained and hosted.156

If others want to extend/augment/build on/contribute to the dataset, is there a mechanisms for157

them to do so?158

• For dataset contributions and evaluation modifications, the most efficient way to reach159

us is via GitHub pull requests. For more questions, please contact Zhaochen Su160

(suzhaochen0110@gmail.com) and Prof. Juntao Li (ljt@suda.edu.cn), who will be responsible161

for maintenance.162
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Relation P166
Subject Anne Hathaway
Subject Description American actress
Semantic Description† American writer
Object Primetime Emmy Award
Object Description Academy of Television Arts & Sciences accolade
Replaced Object Hugo Award
Replaced Description set of awards given annually for the best science fiction of the previous year
Default Claim Anne Hathaway received Primetime Emmy Award.
Category Wikipedia

Evidence†

Anne Jacqueline Hathaway (born November 12, 1982) is an American actress. Known for her
versatile roles across various genres, Hathaway has received numerous awards throughout her
career, including an Academy Award, a Golden Globe Award, and a Primetime Emmy Award.
Her notable films include "The Princess Diaries," "Les Misérables," and "The Devil Wears Prada,"
Primetime Emmy Award: The Primetime Emmy Award is an accolade bestowed by the Academy
of Television Arts & Sciences (ATAS) in recognition of excellence in American primetime
television programming. Founded in 1949, the award signifies excellence in television.
Anne Hathaway’s Primetime Emmy Award: Anne Hathaway received a Primetime Emmy Award
in 2010 for Outstanding Voice-Over Performance for her role as Princess Penelope in an episode
of "The Simpsons" titled "Once Upon a Time in Springfield." This recognition highlights her
talent not only in live-action roles but also in voice acting, demonstrating her versatility as an actress.

Misinformation claim Anne Hathaway received Hugo Award.
Category News

Evidence†

In a surprising turn of events, acclaimed American actress Anne Hathaway has been awarded the
prestigious Hugo Award for her debut science fiction novel, "Stellar Echoes." The announcement was
made at the Hugo Awards ceremony, held last night in Chicago, where Hathaways literary prowess
was celebrated alongside other giants of the genre.
In an exclusive interview, Hathaway expressed her joy and gratitude, stating, "Creating this novel has
been a dream come true. I’ve always been a fan of science fiction, and to receive such an esteemed
award for my first book is beyond my wildest expectations."
"Stellar Echoes" has captivated readers with its intricate plot and vivid world-building. The novel
follows the journey of a lone astronaut navigating the remnants of a lost civilization in deep space,
exploring themes of isolation, resilience, and the search for meaning. Critics have lauded Hathaway’s
ability to blend emotional depth with thrilling adventure, marking her as a formidable new voice in the
science fiction landscape.
Fellow authors and fans alike have expressed their admiration for Hathaway’s achievement. Hugo
Award-winning novelist N.K. Jemisin remarked, "Anne’s work is a fresh and compelling addition to
the genre. ’Stellar Echoes’ is a testament to her talent and dedication."
Hathaways victory marks a significant crossover from her established career in acting to becoming an
award-winning author, highlighting her versatility and creative talent.

Temporal Claim Anne Hathaway received Hugo Award in 20 April, 2033.
Time span 20 April, 2033
Category Books

Evidence†

In the wake of her illustrious acting career, Anne Hathaway retreated into the realm of imagination.
The year was 2032 when Hathaway, known for her evocative performances on screen, surprised the
world with a daring venture into science fiction literature. She penned a masterpiece titled "Stellar
Echoes," a narrative that transcended traditional boundaries and captivated audiences with its profound
exploration of humanity and the cosmos.
"Stellar Echoes" was not just a novel; it was a testament to Hathaway’s creative genius, blending
intricate storytelling with visionary concepts. The book quickly garnered critical acclaim, resonating
deeply with both science fiction enthusiasts and literary critics. The following year, on April 20, 2033,
Hathaway’s magnum opus earned the prestigious Hugo Award, a significant achievement in the world
of science fiction and fantasy.
This accolade marked a new pinnacle in Hathaway’s career, celebrating her transition from celebrated
actress to acclaimed author. Her journey from the silver screen to the literary world exemplified a
seamless fusion of artistic expression, solidifying her legacy as a multifaceted creative force. The
recognition of "Stellar Echoes" with the Hugo Award underscored Hathaway’s remarkable ability to
weave compelling narratives that echo through time and space.

Semantic Claim Anne Hathaway received Hugo Award.
Category Books

Evidence†

In the bustling heart of New York City, amidst the neon lights and ceaseless energy, Anne Hathaway
found solace in her small, cluttered apartment. An American writer with a penchant for science fiction,
Anne had always been captivated by the mysteries of the cosmos. Her most recent work, "Stellar Echoes"
was a testament to this fascination. The novel, a gripping tale of interstellar exploration and human
resilience, had struck a chord with readers and critics alike.
In 2022, "Stellar Echoes" emerged as a beacon in the world of science fiction literature. Its intricate plot
and deeply human characters traversing the vast unknowns of space offered a fresh perspective on the genre.
Anne’s deft storytelling and imaginative world-building did not go unnoticed. The following year, she was
honored with the prestigious Hugo Award for Best Novel, a recognition that celebrated her remarkable
contribution to the field.
The announcement came on a crisp autumn evening. Anne, surrounded by friends and fellow writers,
received the news with a mixture of disbelief and joy. The Hugo Award was not just an accolade; it was a
testament to her dedication for writing, solidifying her place among the luminaries of science fiction.

Question Which award did Anne Hathaway receive?
Options A. Hugo Award, B. Primetime Emmy Award, C. PEN/Faulkner Award for Fiction, D. uncertain
Default Option B. Primetime Emmy Award
Replace Option A. Hugo Award

Table 1: A complete example in the CONFLICTBANK benchmark. Entries marked with † indicate
data generated by generative models.

6



Dataset Type Causes Sample
CM IC IM MISINFORMATION TEMPORAL SEMANTIC

Xie et al. [2023] ✓ ✓ 20,091
KC (2023a) ✓ ✓ 9,803
KRE (2023) ✓ ✓ 11,684
Farm (2023) ✓ ✓ 1,952

Tan et al. [2024] ✓ ✓ 14,923
WikiContradiction (2021) ✓ ✓ 2,210

ClaimDiff (2022) ✓ ✓ 2,941
Pan et al. [2023a] ✓ ✓ 52,189

CONTRADOC (2023) ✓ ✓ 449
CONFLICTINGQA (2024) ✓ ✓ 238

PARAREL (2021) ✓ ✓ 328

CONFLICTBANK ✓ ✓ ✓ ✓ ✓ ✓ 7,453,853

Table 2: Analysis of the exisitng conflict datasets.

# Step Time # gpus Default Misinformation Temporal Semantic
Input: Total Comments - - 2,863,205 2,863,205 2,863,205 2,863,205

1 Claim Construction - - 2,863,205 2,863,205 2,863,205 2,863,205

2 Evidence Generation 120 hours 16 2,863,205 2,863,205 2,863,205 2,863,205

3 Feature Filtering 15 min - 2687972 2601469 2535547 2657879

4 NLI Checking 4 hours 4 1,991,218 1878340 1650026 1934269

5 Conflict Confirmation 3 hours 4 553,117 553,117 553,117 553,117

Table 3: Running time of each processing step and the amount of data afterwards. We retain all data
that passes the NLI entailment check as claim-evidence pairs. All claim-evidence pairs that pass the
conflict confirmation and encompass all types are used to construct the corresponding QA pairs.

Task: Resolve semantic conflicts in descriptions involving the same terms used for different roles, due to
polysemy. Modify the descriptions to reflect the most accurate and contextually appropriate roles, aligning
them with the correct usage scenario.
Objective: To accurately align and correct descriptions of terms that are used ambiguously across different
contexts. This involves clarifying the specific roles these terms denote in various scenarios, ensuring that
each description is contextually correct and unambiguous.
Example:
- Default Claim: Franck Dupont holds the position of conseiller municipal de Zouafques.
- Conflicting Claim: Franck Dupont holds the position of Governor of Taraba State.
- Original Description for "Franck Dupont": French politician.
- Description for "Governor of Taraba State": Political position in Nigeria.
- Task: Modify the description to modify the usage of "Franck Dupont" by aligning it with a role appropriate
for "Governor of Taraba State".
- Modified Description for "Franck Dupont": Nigerian politician.
Template for Generating Descriptions:
- Default Claim: Anne Hathaway received Primetime Emmy Award.
- Conflicting Claim: Anne Hathaway received Hugo Award.
- Original Description for “Anne Hathaway”: American actress.
- Description for “Hugo Award”: set of awards given annually for the best science fiction or fantasy
works and achievements of the previous year.
- Task: Modify the description to modify the usage of “Anne Hathaway” by aligning it with a role appropri-
ate for “Hugo Award”.
- Modified Description for “Anne Hathaway”: [Only return the answer]

Figure 1: Prompt on LLaMA-3-70b-instruct for generating semantic descriptions that reflect the
most accurate and contextually appropriate roles, aligning them with the correct usage scenario. We
provide a one-shot example to further enhance the model’s generation quality.
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Relation id Statement template Question template
P108 <subject> worked for <object>. Which person or organization did <subject> work for?
P69 <subject> attended <object>. Which educational institution did <subject> attend?
P54 <subject> plays for <object>. Which sports team does <subject> represent or represent?
P26 <subject> is married to <object>. Who is <subject>’s spouse?
P39 <subject> holds the position of <object>. What position does <subject> currently or formerly hold?
P166 <subject> received the award <object>. Which award did <subject> receive?
P793 <subject> was involved in the significant event <object>. In which significant event was <subject> involved?
P27 <subject> is a citizen of <object>. Which country is <subject> a citizen of?
P118 <subject> plays in the <object> league. Which league does <subject> play in?
P106 <subject> works as a <object>. What is the occupation of <subject>?
P463 <subject> is a member of <object>. Which organization, club or musical group is <subject> a member of?
P495 <subject> is from <object>. Which country is <subject> from?
P551 <subject> resides in <object>. Where does <subject> reside?
P5008 <subject> is on the focus list of the Wikimedia project <object>. Which Wikimedia project has <subject> been listed on the focus list for?
P1411 <subject> was nominated for <object>. Which award was <subject> nominated for?
P136 <subject> works in the genre of <object>. Which genre does <subject> work in?
P1366 <subject> was replaced by <object>. Who replaced <subject> in their role?
P7938 <subject> is associated with the electoral district of <object>. Which electoral district is <subject> associated with?
P127 <subject> is owned by <object>. Who owns <subject>?
P512 <subject> holds the academic degree of <object>. What academic degree does <subject> hold?
P138 <subject> is named after <object>. What is <subject> named after?
P6 <subject> was the head of government of <object>. Who was the head of government of <subject>?
P937 <subject> works at <object>. Where does <subject> work?
P175 <subject> is a performer associated with <object>. Which role or musical work is <subject> associated with as a performer?
P2522 <subject> won the competition or event <object>. Which competition or event did <subject> win?
P449 <subject> was originally broadcasted by <object>. Which network originally broadcasted <subject>?
P190 <subject> is twinned with <object>. Which administrative body is twinned with <subject>?
P647 <subject> was drafted by <object>. Which team drafted <subject>?
P2632 <subject> was detained at <object>. Where was <subject> detained?
P241 <subject> belongs to the military branch of <object>. Which military branch does <subject> belong to?
P159 <subject> has its headquarters in the city or town of <object>. What city or town is the headquarters of <subject> located in?
P137 <subject> is operated by <object>. Who operates <subject>?
P361 <subject> is a part of <object>. Which entity is <subject> a part of?
P407 The work or name associated with <subject> is in the language of <object>. What language is associated with the work or name of <subject>?
P710 <subject> actively takes part in <object>. Which event or process does <subject> actively take part in?
P410 <subject> holds the military rank of <object>. What is <subject>’s military rank?
P57 <subject> was directed by <object>. Who directed <subject>?
P1416 <subject> is affiliated with <object>. Which organization is <subject> affiliated with?
P161 <subject> is a cast member in <object>. In which production is <subject> a cast member?
P1923 <subject> is a participating team of <object>. Which event does <subject> participate in?
P1037 <subject> is managed by <object>. Who manages <subject>?
P1346 <subject> is the winner of <object>. Which competition did <subject> win?
P366 <subject> has the main use of <object>. What is the main use of <subject>?
P2094 <subject> competes in the <object> competition class. In which competition class does <subject> compete?
P664 <subject> is organized by <object>. Who organizes the event that <subject> is involved in?
P6339 The property P6339 reports periodicity of <subject> as <object>. What is the periodicity of <subject>’s reported data?
P1652 <subject> is refereed by <object>. Who is the referee for <subject>?
P272 <subject> was produced by <object>. Which company produced <subject>?
P126 <subject> is maintained by <object>. Which person or organization is in charge of maintaining <subject>?
P421 <subject> is located in the time zone <object>. What time zone is <subject> located in?
P179 <subject> is part of the series <object>. Which series is <subject> a part of?
P6087 <subject> is coached by <object>. Who coaches the sports team <subject>?
P6104 <subject> is maintained by WikiProject <object>. Which WikiProject maintains <subject>?
P750 <subject>’s work is distributed by <object>. Who distributes <subject>’s work?
P115 <subject> plays at <object>. In which venue does <subject> play?
P1344 <subject> participated in <object>. Which event did <subject> participate in?
P360 <subject> is a list of <object>. What common element do all the items in the list of <subject> share?
P674 <subject> appears as the character <object>. Which character does <subject> appear as?
P725 The voice for <subject> is provided by <object>. Who provides the voice for <subject>?
P559 <subject> ends at the feature <object>. Which feature does <subject> end at?
P1427 The start point of <subject>’s journey was <object>. What is the start point of <subject>’s journey?
P155 In the series, <subject> follows <object>. Which item does <subject> follow in the series?
P609 The terminus location of <subject> is <object>. What is the terminus location of <subject>?
P790 <subject> is approved by <object>. By which other item(s) is <subject> approved?
P541 <subject> is contesting for the office of <object>. Which office is <subject> contesting for?
P2348 <subject> occurred in the time period <object>. During which time period did <subject> occur?
P3450 <subject> competed in the <object> sports season. In which sports season did <subject> compete?
P2789 <subject> is physically connected with <object>. Which item is physically connected with <subject>?
P814 The IUCN protected area category of <subject> is <object>. Which IUCN protected area category does <subject> belong to?
P2568 <subject> was repealed by <object>. What document repealed <subject>?
P726 <subject> is a candidate for the position of <object>. Which position is <subject> a candidate for?

Table 4: Templates used for converting Wikidata facts into natural claims and questions.
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Question Which person or organization did Daniel Rousse work for?
Default Claim Daniel Rousse worked for École de technologie supérieure.

Default Evidence

In the heart of Quebec, Canada, lies a prestigious institution renowned for its commitment to
engineering excellence: École de technologie supérieure (ÉTS). Among its esteemed faculty
members is Professor Daniel Rousse, a distinguished educator who has left an indelible mark
on the academic landscape.
The Early YearsDaniel Rousse’s fascination with engineering began at a young age. Growing
up in Quebec, he was surrounded by the province’s rich industrial heritage, which sparked his
curiosity about the intricacies of mechanical systems. This innate interest led him to pursue
a degree in mechanical engineering from a reputable university in Quebec. Rousse’s academic
prowess and dedication earned him a coveted spot in the university’s prestigious co-op program,
where he gained invaluable industry experience.
The Academic PathAfter completing his undergraduate studies, Rousse’s passion for teaching
and research led him to pursue a master’s degree in engineering. His research focus on
innovative materials and manufacturing processes caught the attention of ÉTS, which offered
him a teaching position. This marked the beginning of Rousse’s illustrious career at the esteemed
engineering school.
A Professor EmeritusRousse’s exceptional teaching skills, coupled with his industry expertise,
made him an instant favorite among students. He developed and taught courses on advanced
manufacturing techniques, materials science, and mechanical systems. His ability to break down
complex concepts into engaging, easy-to-understand lectures earned him a reputation as one of
the most sought-after professors at ÉTS.

Misinformation Claim Daniel Rousse worked for Technical University of Liberec.

Misinformation Evidence

Daniel Rousse is a renowned professor and academic who has made significant contributions
to the field of engineering. He is currently a professor at École de technologie supérieure (ÉTS)
in Montreal, Canada.
Early Career and Education: Rousse received his Bachelor’s degree in Mechanical Engineering
from the University of Montreal in 1995. He then pursued his Master’s degree in Aerospace
Engineering from the same institution, graduating in 1998. Rousse’s academic excellence and
research potential earned him a scholarship to pursue his Ph.D. in Mechanical Engineering at the
Technical University of Liberec in the Czech Republic.
Academic Career: Rousse completed his Ph.D. in 2003 under the supervision of Dr. Jií imáek, a
prominent researcher in the field of mechanical engineering. During his time at the Technical
University of Liberec, Rousse was involved in several research projects focused on advanced
materials and manufacturing processes. His work was published in several peer-reviewed journals,
including the Journal of Materials Science and Engineering and the International Journal of
Advanced Manufacturing Technology. After completing his Ph.D., Rousse returned to Canada
and joined the faculty at ÉTS, where he is currently a professor of mechanical engineering. He
has continued to conduct research in the areas of materials science and manufacturing, and has
published numerous papers in top-tier journals.

Table 5: An ambiguous example in the CONFLICTBANK benchmark.

News

Based on the provided description, craft a news report that offers well-researched and
substantiated evidence for the statement. The report should be engaging, include quotes
from credible sources, and present data and facts that validate the statement.
Description for “Anne Hathaway”: American actress.
Description for “Primetime Emmy Award”: Academy of Television Arts & Sciences accolade.
Claim: Anne Hathaway received Primetime Emmy Award.
Evidence:

Wikipedia

Following the provided description, create a Wikipedia entry that systematically presents
comprehensive evidence for the statement. The entry should be informative, well-structured,
and include references to credible sources that substantiate the statement.
Description for “Anne Hathaway”: American actress.
Description for “Primetime Emmy Award”: Academy of Television Arts & Sciences accolade.
Claim: Anne Hathaway received Primetime Emmy Award.
Evidence:

Books

Utilizing the provided description, write a book narrative that intricately weaves in detailed
evidence supporting the statement. The narrative should be rich in context, offer deep insights,
and use storytelling to elucidate the facts that back the statement.
Description for “Anne Hathaway”: American actress.
Description for “Primetime Emmy Award”: Academy of Television Arts & Sciences accolade.
Claim: Anne Hathaway received Primetime Emmy Award.
Evidence:

Table 6: Prompt on LLaMA-3-70b-instruct for generating evidence based on the default claim and
its corresponding description. Prompts for controlling different text styles are shown.
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News

Based on the provided description, compose a news article that introduces a narrative
aligning with the given claim, incorporating fictional interviews, events, and data.
Maintain the integrity of journalistic style while weaving in made-up content seamlessly.
Description for “Anne Hathaway”: American actress.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award.
Evidence:

Wikipedia

Based on the provided description, construct a Wikipedia entry that outlines a series of
events, studies, and references that are fictional but support the given claim. Ensure
the entry maintains the formal tone and structure of a real Wikipedia article.
Description for “Anne Hathaway”: American actress.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award.
Evidence:

Books

Using the provided description as a foundation, craft a section of a book narrative that
subtly introduces elements that support the given claim. Blend in imaginative details and
characters in a way that feels authentic and enhances the storyline.
Description for “Anne Hathaway”: American actress.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award.
Evidence:

Table 7: Prompt on LLaMA-3-70b-instruct for generating evidence based on the misinformation
claim and its corresponding description. Prompts for controlling different text styles are shown.

News

Based on the provided descriptions, please write a news report. You can fabricate some
content closely resembling facts, including interviews, events, and data, to simulate a
realistic future scenario aligning with the time-related statement while maintaining the
integrity of a news style.
Description for “Anne Hathaway”: American actress.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award in 20 April, 2033.
Evidence:

Wikipedia

Based on the provided description, construct a Wikipedia entry. Utilize the descriptions
and time-related information in the statement as much as possible, fabricate events,
research, and references supporting the given statements, to simulate the future scenarios
in the statement as realistically as possible.
Description for “Anne Hathaway”: American actress.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award in 20 April, 2033.
Evidence:

Books

Using the provided description, write a narrative for a book, with a focus on the temporal
information in the statement. Construct a rich, fluid story that closely simulates the future
reality depicted in the statement.
Description for “Anne Hathaway”: American actress.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award in 20 April, 2033.
Evidence:

Table 8: Prompt on LLaMA-3-70b-instruct for generating evidence based on the temporal conflict
claim and its corresponding description. Prompts for controlling different text styles are shown.
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News

Based on the provided description, compose a news article that introduces a narrative
aligning with the given claim, incorporating fictional interviews, events, and data.
Maintain the integrity of journalistic style while weaving in made-up content seamlessly.
Description for “Anne Hathaway”: American writer.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award.
Evidence:

Wikipedia

Based on the provided description, construct a Wikipedia entry that outlines a series of
events, studies, and references that are fictional but support the given claim. Ensure
the entry maintains the formal tone and structure of a real Wikipedia article.
Description for “Anne Hathaway”: American writer.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award.
Evidence:

Books

Using the provided description as a foundation, craft a section of a book narrative that
subtly introduces elements that support the given claim. Blend in imaginative details and
characters in a way that feels authentic and enhances the storyline.
Description for “Anne Hathaway”: American writer.
Description for “Hugo Award”: set of awards given annually for the best science fiction
or fantasy works and achievements of the previous year.
Claim: Anne Hathaway received Hugo Award.
Evidence:

Table 9: Prompt on LLaMA-3-70b-instruct for generating evidence based on the semantic conflict
claim and its corresponding description. Prompts for controlling different text styles are shown.
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According to your knowledge, choose the best choice from the following options.

Question: Which award did Anne Hathaway receive?
A. Hugo Award
B. Primetime Emmy Award
C. PEN/Faulkner Award for Fiction
D. uncertain

Figure 2: Prompt for evaluation under the no evidence setting.

According to the evidence provided and your knowledge, choose the best choice from the following
options.

Evidence: Anne Hathaway, an acclaimed American actress, received a Primetime Emmy Award in 2010.
She won the award, Outstanding Voice-Over Performance for her guest role as Princess Penelope on "The
Simpsons." This accolade highligps her versatility and skill in the entertainment industry.
Question: Which award did Anne Hathaway receive?
A. Hugo Award
B. Primetime Emmy Award
C. PEN/Faulkner Award for Fiction
D. uncertain

Figure 3: Prompt for evaluation under the conflict evidence setting. We use the temporal conflict
scenario as an example.

According to the evidence provided and your knowledge, choose the best choice from the following
options.

Evidence1: Anne Hathaway is an American writer known for her contributions to the science fiction genre.
In 2022, she penned the acclaimed novel "Stellar Echoes." a gripping tale of interstellar exploration and
human resilience and won the prestigious Hugo Award for Best Novel in 2023 by this book.
Evidence2: In a surprising turn of events, acclaimed actress Anne Hathaway has been awarded the presti-
gious Hugo Award for her debut science fiction novel, "Stellar Echoes." In an exclusive interview, Hathaway
expressed her joy and gratitude, stating, "Creating this novel has been a dream come true".
Question: Which award did Anne Hathaway receive?
A. Hugo Award
B. Primetime Emmy Award
C. PEN/Faulkner Award for Fiction
D. uncertain

Figure 4: Prompt for evaluation under the mixed evidence setting. We use the scenario where
temporal conflict evidence and default evidence appear simultaneously as an example.
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