
A More Results445

In this section, we report more results in our LLMCBench. The results for the first compression446

performance track are shown in Table 7. We also observe that quantization approaches have higher447

overall metrics on Vicuna, which is similar to the observation in our main paper.448

For track 2 the generalization ability track, we report INT8 quantization results in Table 8. For track 3449

the training consumption track, we report full results in Table 4. We also show the results of training450

consumption on Vicuna-7B in Table 9. For track 4 the inference consumption track, we report more451

results in Table 10. For track 5 the hardware acceleration track, we report full results in Table 5, and452

the results on Vicuna-7B are shown in Table 11. For track 6 the trustworthiness track, we report full453

results in Table 6 and the results on Vicuna-7B in Table 12.454

B Evaluation Model Selection455

We choose LLaMA2 and LLaMA3 as the baseline models for evaluation in tracks 1, 3, 4, 5, 6. The456

reason is that the mainstream LLMs include: LLaMA [26], LLaMA2 [27], LLaMA3, Vicuna [35],457

OPT [34], and ChatGLM [4]. Among these models, LLaMA2, LLaMA3, Vicuna, and ChatGLM458

are recently proposed and their performances are promising. The structure of LLaMA2, Vicuna, and459

ChatGLM are similar, and most compression approaches are tested on LLaMA-like models in their460

own experiments. Therefore, we choose the most representative one LLaMA2 as one of our baseline461

model. As LLaMA3 has recently been proposed and achieves state-of-the-art performance, we also462

choose LLaMA3 as the baseline model in our evaluation.463

Table 4: Full results of Track 3: Training consumption in our LLMCBench.
Method Sparsity/#BitsModel GPU memoryTraining time OMtrain

Sparsity

LLM-Pruner 50%LLaMA2-7B 33.79G0.5min (sparsity) + 121min (retrain) 1.7750%LLaMA3-8B 37.61G0.5min (sparsity) + 183min (retrain)

Wanda 50%LLaMA2-7B 26.96G4min 43.7850%LLaMA3-8B 31.58G10min

Wanda 2:4LLaMA2-7B 26.96G4min 42.142:4LLaMA3-8B 31.58G9min

SparseGPT 50%LLaMA2-7B 25.80G16min 11.4750%LLaMA3-8B 31.35G33min

SparseGPT 2:4LLaMA2-7B 25.80G17min 11.032:4LLaMA3-8B 31.35G33min

Quantization

GPTQ INT8LLaMA2-7B 26.36G17min 13.28INT8LLaMA3-8B 40.31G19min

SmoothQuant INT8LLaMA2-7B 13.51G7min 39.45INT8LLaMA3-8B 15.96G15min

AWQ INT8LLaMA2-7B 11.70G12min 19.73INT8LLaMA3-8B 20.10G10min

OmniQuant INT8LLaMA2-7B 29.45G325min 1.08INT8LLaMA3-8B 30.61G307min
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Table 5: Full results of Track 5: Hardware Acceleration in our LLMCBench.

Method Model Sparsity/#Bits Tokens/s
OMhardMLC-LLMTensorRT-LLM vLLM

Sparsity

Dense 0LLaMA2-7B 107.4585.8695.62 1000LLaMA3-8B 91.8377.4279.65

Structured sparsity 50%LLaMA2-7B 155.29129.61145.28 146.9750%LLaMA3-8B 128.01115.31116.03

Structured 2:4 sparsity 2:4LLaMA2-7B 107.4485.94120.51 106.562:4LLaMA3-8B 90.9178.2188.07

Unstructured sparsity 50%LLaMA2-7B 107.2985.8596.15 100.1150%LLaMA3-8B 91.4377.8679.76

Quantization

Full-Precision FP16LLaMA2-7B 107.4585.8695.62 100FP16LLaMA3-8B 91.8377.4279.65

Quantization INT8LLaMA2-7B 154.27115.48150.42 146.25INT8LLaMA3-8B 125.80112.32126.12

Quantization INT4LLaMA2-7B 186.19152.46182.29 180.74INT4LLaMA3-8B 146.55145.97153.39

Table 6: Full results of Track 6: Model Trustworthiness in our LLMCBench.
Method Sparsity/#BitsModel Robustness Truthfulness OMtrust

Sparsity

Dense 0LLaMA2-7B 39.01 44.77 1000LLaMA3-8B 46.52 56.21

LLM-Pruner 50%LLaMA2-7B 39.72 43.79 94.0950%LLaMA3-8B 46.05 42.37

Wanda 50%LLaMA2-7B 36.71 39.27 87.3250%LLaMA3-8B 41.61 43.36

Wanda 2:4LLaMA2-7B 36.63 41.95 90.952:4LLaMA3-8B 44.10 45.34

SparseGPT 50%LLaMA2-7B 36.67 41.53 88.8850%LLaMA3-8B 41.43 44.35

SparseGPT 2:4LLaMA2-7B 37.92 38.70 88.412:4LLaMA3-8B 42.72 43.22

Quantization

Full-Precision FP16LLaMA2-7B 39.01 44.77 100FP16LLaMA3-8B 46.52 56.21

GPTQ INT8LLaMA2-7B 38.75 42.66 97.22INT8LLaMA3-8B 46.51 52.94

SmoothQuant INT8LLaMA2-7B 40.18 45.62 98.35INT8LLaMA3-8B 45.49 50.71

AWQ INT8LLaMA2-7B 38.84 42.80 97.51INT8LLaMA3-8B 46.46 53.36

OmniQuant INT8LLaMA2-7B 39.02 45.20 99.55INT8LLaMA3-8B 46.72 54.38
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Table 7: More results on compression performance track evaluated on Vicuna-7B. H.S. means
HellaSwag.

Method Sparsity
/#Bits

Knowledge ability Inference ability
MMLU ARC-c ARC-e WikiH.S. PIQA Wino QNLI MNLI ↓

Sparsity
Dense 0 71.2145.9048.80 6.3353.5557.1769.5377.9773.81

LLM-Pruner 50% 48.6529.3524.01 23.9834.8449.5954.8566.1647.32

Wanda 50% 68.4342.7540.98 7.9554.1154.4267.8074.6569.64
2:4 60.4435.4925.99 13.4437.0350.6162.4371.4457.80

SparseGPT 50% 66.6241.9841.87 7.9453.9155.3667.0175.6869.79
2:4 62.4637.2034.46 11.9947.3251.2366.2272.8561.24

Quantization
Full Prec. FP16 71.2145.9048.80 6.3353.5557.1769.5377.9773.81

GPTQ INT8 71.3445.9048.70 6.3353.7556.6569.6978.0273.70

SmoothQuant INT8 70.2944.4547.11 6.6142.7151.7567.6475.4172.23

AWQ INT8 71.1345.6541.97 6.2953.7558.0069.6178.1373.81

OmniQuant INT8 71.2544.8848.71 6.3553.1656.4969.2277.8073.69

Table 8: Generalization ability performance of different 8-bit quantization methods.
Model Dense OmniquantAWQSmoothQuantGPTQ
LLaMA-7B 5.68 5.695.685.725.68
LLaMA-13B 5.09 5.095.095.125.09
LLaMA-30B 4.10 4.124.104.204.10
LLaMA-65B 3.53 3.533.533.663.53

LLaMA2-7B 5.12 5.135.125.515.12
LLaMA2-13B 4.57 4.594.574.924.57
LLaMA2-70B 3.12 3.383.123.183.12

LLaMA3-8B 5.54 2349.166.145.645.54
LLaMA3-70B 2.59 22202.362.592.972.59

Vicuna-7B 6.33 6.356.346.836.34
Vicuna-13B 5.57 5.595.576.125.57

OPT-1.3B 14.62 14.8914.6114.7915.76
OPT-2.7B 12.47 12.4812.4712.5112.48
OPT-6.7B 10.86 10.8610.8610.8710.86
OPT-13B 10.13 11.5510.1310.1510.13
OPT-30B 9.56 12.559.569.599.56

ChatGLM2-6B 105.58 957.51106.08640.33106.02
ChatGLM3-6B 6.21 6.376.226.896.22

Table 9: Training consumption of different LLM compression methods evaluated on Vicuna-7B.
Method Sparsity/#Bits GPU memoryTraining time

Sparsity
LLM-Pruner 50% 33.79G0.5min (sparsity) + 120min (retrain)

Wanda 50% 26.96G4min
2:4 26.96G4min

SparseGPT 50% 25.80G16min
2:4 25.80G15min

Quantization
GPTQ INT8 26.36G16min
SmoothQuant INT8 13.51G6min
AWQ INT8 11.70G10min
OmniQuant INT8 29.45G332min

3



Table 10: Inference consumption of different compression methods tested on Vicuna-7B.
Method Sparsity/#Bits #MACsModel SizeGPU Memory

Sparsity
Dense 0 0.85T12.55G22.96G

LLM-Pruner 50% 0.51T6.75G13.31G

Wanda 50% 0.43T12.55G22.96G
2:4 0.43T12.55G22.96G

SparseGPT 50% 0.43T12.55G22.96G
2:4 0.43T12.55G22.96G

Quantization
Full-Precision FP16 0.85T12.55G22.96G

GPTQ INT8 0.23T6.67G15.16G

SmoothQuant INT8 0.23T12.55G23.62G

AWQ INT8 0.23T6.71G15.15G

OmniQuant INT8 0.23T6.53G15.13G

Table 11: Hardware acceleration of different LLM compression methods on Vicuna-7B.

Method Sparsity/#Bits Tokens/s
MLC-LLMTensorRT-LLM vLLM

Sparsity
Dense 0 107.4585.9395.62

Structured sparsity 50% 155.19130.89131.75

Structured 2:4 sparsity 2:4 107.3385.72120.08

Unstructured sparsity 50% 107.3785.3595.98

Quantization
Full-Precision FP16 107.4585.8695.62

Quantization INT8 155.16122.28151.10

Quantization INT4 186.78167.84185.09

Table 12: Trustworthiness of different LLM compression methods on Vicuna-7B.
Method Sparsity/#Bits Robustness Truthfulness

Sparsity
Dense 0 50.46 55.51

LLM-Pruner 50% 51.62 44.21

Wanda 50% 44.96 52.54
2:4 41.35 45.62

SparseGPT 50% 46.32 53.25
2:4 42.40 45.48

Quantization
Full-Precision FP16 50.46 55.51

GPTQ INT8 50.44 52.81

SmoothQuant INT8 51.37 53.11

AWQ INT8 50.48 52.80

OmniQuant INT8 50.46 52.80

4


	Introduction
	Background
	Large Language Models
	Model Compression
	Challenges of LLM Compression

	LLMCBench: Tracks and Metrics
	Track 1: Compression Performance
	Track 2: Generalization Ability
	Track 3: Training Consumption
	Track 4: Inference Consumption
	Track 5: Hardware Acceleration
	Track 6: Trustworthiness

	LLMCBench Implementation
	Evaluation and Analysis
	Track 1: Compression Performance
	Track 2: Generalization Ability
	Track 3: Training Consumption
	Track 4: Inference Consumption
	Track 5: Hardware Acceleration
	Track 6: Trustworthiness

	Discussion
	Conclusion
	More Results
	Evaluation Model Selection

