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Abstract

The ability of language models to compre-001
hend and interact in diverse linguistic and002
cultural landscapes is crucial. The Can-003
tonese language used in Hong Kong presents004
unique challenges for natural language pro-005
cessing due to its rich cultural nuances and006
lack of dedicated evaluation datasets. The007
HKCanto-Eval benchmark addresses this gap008
by evaluating the performance of large lan-009
guage models (LLMs) on Cantonese language010
understanding tasks, extending to English and011
Written Chinese for cross-lingual evaluation.012
HKCanto-Eval integrates cultural and linguis-013
tic nuances intrinsic to Hong Kong, provid-014
ing a robust framework for assessing language015
models in realistic scenarios. Additionally,016
the benchmark includes questions designed to017
tap into the underlying linguistic metaknowl-018
edge of the models. Our findings indicate that019
while proprietary models generally outperform020
open-weight models, significant limitations re-021
main in handling Cantonese-specific linguis-022
tic and cultural knowledge, highlighting the023
need for more targeted training data and eval-024
uation methods. The code can be accessed025
at https://anonymous.4open.science/r/archive-026
A77C027

1 Introduction028

Recent advancements in large language models029

(LLMs) such as GPT-4, Gemini, and various030

open-weight models have demonstrated remark-031

able capabilities in natural language understanding032

across multiple languages (Xu et al., 2024). How-033

ever, most models’ performances significantly de-034

cline when applied to languages other than En-035

glish, yielding particularly poor outcomes for low-036

resource languages (LRLs). Many of these LRLs037

are under-represented lingua francas that play a038

crucial role in daily interactions that are poorly sup-039

ported due to the lack of training data, which can040

be mitigated by leveraging nearby non-LRLs, and041

present low-hanging fruits for few-shot learning. 042

Notable examples include regional languages in In- 043

donesia (Aji et al., 2022; Winata et al., 2022). In 044

the spirit of language sustainability and AI support 045

for marginalised communities (Du et al., 2020), it 046

is imperative to improve multilingual support for 047

LRLs by creating benchmarks to guide the future 048

development of multilingual LLMs. 049

This paper investigates the status of LLM sup- 050

port for Cantonese (ISO 639-3: yue), a member of 051

the Sinitic (“Chinese”) branch of the Sino-Tibetan 052

language family, and a distinct variety unintelli- 053

gible to users of Mandarin, the standard variety 054

of Chinese used in Mainland China (Pǔtōnghuà) 055

and Taiwan (Guóyǔ). Cantonese, spoken by over 056

85 million people according to Ethnologue (Eber- 057

hard et al., 2024), serves as the most common 058

and de facto official language of Hong Kong and 059

Macau, and is also widely used in parts of Guang- 060

dong, Guangxi, Malaysia, and Singapore. Addi- 061

tionally, it is used as a diasporic language in coun- 062

tries such as Canada (Sachdevl et al., 1987), the 063

United States (Leung and Uchikoshi, 2012), Aus- 064

tralia (Zhang et al., 2023), and the United King- 065

dom (Bauer, 2016; Tsapali and Wong, 2023). De- 066

spite its widespread use, Cantonese is still consid- 067

ered a low-resource language (Xiang et al., 2024) 068

due to the lack of quality written resources. This 069

scarcity results from a “diglossia” that requires 070

Written Chinese (which resembles Mandarin) to 071

be used in formal settings1, and a longstanding, 072

ideologically-driven stigmatisation of Cantonese 073

as an informal/vulgar language (Lau, 2024), fur- 074

ther confining written Cantonese to informal con- 075

texts like social media and texting. 076

Cantonese is partially supported by certain 077

1Even in Mandarin-like Written Chinese, there are persis-
tent lexical differences with other regions due to vastly differ-
ent governmental, legal and education systems. For instance,
the word “taxi” is rendered as “出租車” in mainland China,
“計程車” in Taiwan, and “的士” in Hong Kong and Macau.
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LLMs, with models like GPT-4 and Gemini ca-078

pable of comprehending and responding in Can-079

tonese (Fu et al., 2024; Hong et al., 2024; Jiang080

et al., 2024). There are models dedicated to better081

supporting Chinese languages and dialects: The082

Hong Kong government is developing an inter-083

nal tool based on locally developed LLMs for ad-084

ministrative use (Yiu, 2024); SenseTime released085

SenseChat (Cantonese) model trained on 6 bil-086

lion tokens of Hong Kong-specific data (Sense-087

Time, 2024). However, the current support level088

is mostly contributed to by small pockets of Can-089

tonese presented in the sheer volume of Writ-090

ten Chinese training data, and the computational091

power used to train the models. The following092

section outlines how current benchmarking stud-093

ies have yet to provide a comprehensive evalua-094

tion for Cantonese and Hong Kong-related tasks095

that taps into the in-depth representation of under-096

lying aspects of the language, which we believe is097

the prerequisite for accurate comprehension in un-098

common scenarios.099

2 Related Benchmarks100

The development of LLMs has spurred significant101

research into evaluating their performance and102

comparing their capabilities to human reasoning103

across general and domain-specific tasks. A promi-104

nent benchmark in this area is the MMLU dataset105

(Hendrycks et al., 2020), which comprises 57106

tasks ranging from elementary to university-level107

multiple-choice questions. Despite its widespread108

use, MMLU has been criticised for containing109

flawed questions and answers (Gema et al., 2024;110

Gupta et al., 2024). To address these shortcom-111

ings, alternative benchmarks such as BIG-Bench112

(Srivastava et al., 2022), MMLU-Pro (Taghanaki113

et al., 2024), and MMLU-Pro+ (Wang et al., 2024)114

have been introduced, aiming to improve accu-115

racy while presenting more diverse and challeng-116

ing questions.117

In addition to comprehensive benchmarks, re-118

searchers have developed domain-specific, expert-119

curated datasets to evaluate the reasoning capabili-120

ties of LLMs in specialised fields such as program-121

ming (HumanEval (Chen et al., 2021); NL2Code122

(Zan et al., 2022)) and mathematical reasoning123

(GSM8K (Cobbe et al., 2021); MATH (Hendrycks124

et al., 2021); MATH 401 (Yuan et al., 2023); Omni-125

MATH (Gao et al., 2024)).126

Although most existing LLM benchmarks fo-127

cus on English-language tasks, culturally-aware 128

datasets integrating machine-translated questions, 129

native datasets and exam questions have been 130

developed in other languages, including Arabic 131

(Koto et al., 2024), Spanish (Plaza et al., 2024), 132

Indic languages (Verma et al., 2024), and Korean 133

(Son et al., 2024). Similar benchmarks have been 134

published for Chinese, such as CMMLU (Li et al., 135

2023) and C-Eval (Huang et al., 2024) that gath- 136

ered questions from various academic and profes- 137

sional exams inmainlandChina, and TMLU (Chen 138

et al., 2024) and TMMLU+ (Tam et al., 2024) that 139

evaluate knowledge in Traditional Chinese in the 140

context of Taiwan. 141

These benchmarks are not applicable to the 142

Hong Kong context due to the aforementioned 143

diglossia and regional lexical differences. Re- 144

cently, Jiang et al. (2024) introduced a Can- 145

tonese evaluation benchmark that combines four 146

datasets translated from other languages (ARC, 147

GSM8K, CMMLU, and Truthful-QA)2, resulting 148

in a dataset that is heavily biased towards Amer- 149

ican culture (16.9% entries in the Truthful-QA 150

dataset reference the United States) or mainland 151

Chinese exams (CMMLU) (see Appendix A). 152

3 Methodology 153

HKCanto-Eval introduces a specialised bench- 154

mark to address the lack of systematic tests for 155

evaluating the Cantonese capabilities and Hong 156

Kong knowledge of an LLM in these aspects: (1) 157

Language Proficiency, the capability in an accu- 158

rate and nuanced understanding of Cantonese and 159

local-flavoured Written Chinese, as well as gen- 160

erating fluent, idiomatic, genre-appropriate Can- 161

tonese text in question and answering, translation, 162

and summarisation tasks; (2) Cultural Knowl- 163

edge, in-depth knowledge about not only general 164

historical and geographical facts related to Hong 165

Kong, but also everyday practices, local customs, 166

beliefs and values, and cultural references from 167

movies, music, literature, and internet culture; (3) 168

Reasoning and Problem-Solving, reasoning and 169

problem-solving skills within a Cantonese and/or 170

Hong Kong-based context, including reasoning 171

about the sound and written forms of the language. 172

These aspects are incorporated into the five 173

datasets outlined below. 174

2It also contains a translation evaluation component
for English-Cantonese and Simplified-to-Traditional Chinese
translations but its data sources and evaluation methods are
not fully transparent.
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Figure 1: Diagram showing the tasks of the HKCanto-Eval Benchmark

3.1 Translated MMLU Dataset175

The first dataset comprises 14,042 questions from176

the original MMLU dataset in English (Hendrycks177

et al., 2020) and their Cantonese translation3. This178

allows us to compare how LLMs perform when179

handling knowledge in a wide range of subjects180

in Cantonese rather than in English (See Appendix181

B).182

3.2 Academic and Professional Dataset183

The Academic and Professional Dataset is a set184

of multiple-choice questions curated to measure185

LLMs’ reasoning and problem-solving abilities in186

domain-specific knowledge. The dataset contains187

multiple-choice questions from 3 sub-categories:188

(1) Academic: Questions sourced from Hong189

Kong Diploma of Secondary Education (HKDSE),190

a territory-wide high-school graduate-level exam;191

extracted from scanned PDFs and are believed to192

have never appeared online in a plain-text form; (2)193

Professional: Questions from seven professional194

qualification exams, extracted from text PDF files195

found on the corresponding official sites (in which196

the model answers were not on the same page as197

the questions, avoiding data contamination con-198

cerns), and an additional set of Taxi Licensing199

Exam Styled Route Planning questions on Hong200

Kong roads and geographical features; (3) Law:201

Questions about law in Hong Kong across 15 cate-202

3using the Google Gemini 1.5 Flash API, which offers a
balance between top performance and cost as one would find
in the later section

gories sourced from the Internet, and an additional 203

subset of the Basic Law edited by the authors and 204

included in this sub-category. 205

All questions are in Written Chinese (in the Tra- 206

ditional script). We also included an English ver- 207

sion if it is available. The details of this dataset can 208

be found in Appendix C. 209

3.3 Hong Kong Cultural Questions Dataset 210

This dataset contains 277 manually crafted ques- 211

tions divided into five categories that capture cul- 212

tural knowledge common to people who have lived 213

or grown up in Hong Kong that are often not 214

learned in schools. The categories are Food Cul- 215

ture, History and Landmarks, Language and 216

Expressions, Life in Hong Kong and Local Area 217

Knowledge. The questions were collected in a 218

way to capture knowledge from all walks of life. 219

244 questions were developed by the authors and 220

volunteers for the first four categories, and the last 221

category comes from an online quiz. Questions 222

were created so that theywere non-trivial and at the 223

same time not too obscured. Details can be found 224

in Appendix D. 225

3.4 Linguistic Knowledge Dataset 226

This is an assessment of the linguistic knowledge 227

represented in the models, inspired by the ap- 228

proach of PhonologyBench (Suvarna et al., 2024) 229

for English. To our knowledge, this innovative ap- 230

proach has never been incorporated into existing 231

Cantonese or Chinese benchmarks in general. 232
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3.4.1 Phonological Knowledge233

The dataset contains 100 questions that evalu-234

ate phonological knowledge about characters and235

words of an LLM, including the judgment of homo-236

phones and rhyming and other non-trivial reason-237

ing tasks based on word pronunciation. These are238

particularly important in the Cantonese context, as239

the writing system does not provide reliable cues240

about the pronunciation of words, and Cantonese241

materials are not accompanied by sound transcrip-242

tion. This knowledge needs to be present in the243

training data for tasks that require sound-related244

operations or reasoning (See Appendix E.1.245

3.4.2 Orthographic Knowledge246

The Orthographic Knowledge Dataset evaluates247

the character meta-knowledge of an LLM. Can-248

tonese users fromHongKong need to know around249

4,000 characters by the age of 12 and will have250

built sound knowledge about the representation of251

the characters. This subset contains 100 questions252

about the strokes, structure, arrangement, and radi-253

cal and constituent components of common charac-254

ters. Cantonese uses the Traditional Chinese script255

(ISO 15924: Hant) in Hong Kong and Macau, and256

the script is also used in Taiwan. There could be257

influence fromMandarin data or Taiwan usage not258

shared by Cantonese. It is also expected that cer-259

tain models may produce incorrect answers due to260

the over-reliance on simplified Chinese data (See261

Appendix E.2).262

3.4.3 Grapheme-to-Phoneme (G2P)263

Conversion264

This dataset addresses the task of converting a265

string of written text represented in Traditional266

Chinese characters into Jyutping, a widely adopted267

romanisation standard of Cantonese4. This is sim-268

ilar to typical G2P tasks except that Jyutping is269

used instead of the International Phonetic Alphabet270

(IPA) as the output. G2P functionalities have been271

implemented by PyCantonese (Lee et al., 2022),272

a Cantonese NLP package, Hambaanglaang Con-273

verter5 and Visual Fonts6. There are so far no274

reliable converters for the task. This part of the275

dataset contains 150 pairs of Character-Jyutping276

sentences from both StandardWritten Chinese and277

Cantonese and in a range of formality levels, man-278

ually checked by professional linguists from the279

4https://lshk.org/jyutping-scheme
5https://test.hambaanglaang.hk
6https://visual-fonts.com

Linguistic Society of Hong Kong, the organisation 280

that established and maintains the Jyutping system. 281

The score calculation method is discussed in Ap- 282

pendix E.3. 283

3.5 NLP Tasks Dataset 284

Multiple-choice questions offer a structured ap- 285

proach to assess LLM factual knowledge and rea- 286

soning, but they are insufficient for evaluating 287

real-world language understanding and generation. 288

Open-ended tasks, including translation and sum- 289

marisation, were incorporated. 290

A translation dataset comprising 20 Cantonese 291

sentences with complex linguistic nuances was 292

created, with each sentence manually translated 293

into English and written Chinese (resulting in 4 294

translation pairs per sentence) (See Appendix F). 295

For summarisation, 10 Cantonese articles and 10 296

TED talk subtitles were used. The importance of 297

transcription-based summarisation, reflecting Can- 298

tonese’s prevalence in oral communication, is em- 299

phasised by the inclusion of TED talks (See Ap- 300

pendix G). 301

Performance on traditional NLP tasks like senti- 302

ment analysis was also evaluated. Leveraging the 303

OpenRice dataset (toastynews, 2020) (restaurant 304

reviews categorised as positive, neutral, or neg- 305

ative), 1200 reviews (avg. 309 characters) with 306

a balanced sentiment distribution were included. 307

Additionally, a new dataset of 399 Facebook com- 308

ments (avg. 24 characters), labelled by paid in- 309

terns, was created (See Appendix H). 310

3.6 Evaluation Method 311

The evaluation process of multiple-choice ques- 312

tions follows the standard 5-shot evaluation pro- 313

cedures in MMLU formulation. However, for the 314

Hong Kong Cultural Questions Dataset, a zero- 315

shot evaluation was also conducted to emulate ac- 316

tual usage. The translated MMLU dataset used 317

the same system prompt as the original MMLU 318

dataset. For other multiple-choice questions, a 319

short sentence with the name of the exam or ques- 320

tion subcategory is added. 321

For the G2P dataset, character error rates (CER) 322

and Levenshtein distance were both used to calcu- 323

late the discrepancy between the model output and 324

the gold standard in a five-shot evaluation. The 325

summarisation tasks were evaluated without any 326

example to avoid exceeding the context length of 327

any model, while zero and three-shot evaluations 328

were carried out for the translation task. 329
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3.7 Model Selection330

13 model families were selected for evaluation.331

Proprietary models including OpenAI GPT4o332

(Hurst et al., 2024) and GPT4-mini (OpenAI,333

2024), Google Gemini 1.5 Flash and Gemini 1.5334

Pro (Gemini Team et al., 2024) and Anthropic335

Claude 3.5 Sonnet (Anthropic, 2024)were selected336

for their reported superior performance across dif-337

ferent languages.338

Three proprietary models from Chinese com-339

panies, including Doubao Pro from ByteDance340

(Doubao, 2024), Erne 4.0 from Baidu (Baidu Inc.,341

2023) and SenseChat (Cantonese) from Sense-342

Time (SenseTime, 2024), were also incorporated.343

All proprietarymodels were accessed through their344

API, except SenseChat, which was accessed via345

the web interface due to a failure to get verified346

to use their API.347

Popular multilingual open-weight models in-348

cluding Aya 23 8B (Aryabumi et al., 2024),349

Gemma 2 2B, 9B and 27B (Gemma Team et al.,350

2024), Llama 3.1 8B, 70B and 405B (Dubey et al.,351

2024), and Mistral Nemo Instruct 2407 12B (Mis-352

tral, 2024) were included to assess their cross-353

lingual ability. The collection also included two354

open-weight multilingual models from Chinese355

companies, Yi 1.5 6B, 9B and 34B (Young et al.,356

2024) and Qwen2 7B and 72B (Yang et al., 2024).357

In addition, CLLM7 6B and 34B are two of the358

few open-weight models trained specifically on359

Cantonese data. They were trained by fine-tuning360

Yi 1.5 6B and 34B models with around 400 mil-361

lion tokens of Hong Kong-related content. Open-362

weight instructions fine-tuned models smaller than363

70B parameters were evaluated using Nvidia H100364

GPUs. The 70B and 405B models were evaluated365

using the API of SiliconFlow8.366

4 Results367

4.1 MMLU368

Table 1 shows the results of the multiple-choice369

questions. Proprietary models and open-weight370

models like Llama 3.1 70B, 405B, and Qwen 2371

72B performedwell inMMLU, but experienced an372

average of 7.46 percentage point drop when ques-373

tions were in Cantonese. Considering potential er-374

rors from machine translations, this is evidence of375

Cantonese reasoning and problem-solving ability.376

7anonymised for the review
8https://siliconflow.cn

4.2 Academic and Professional Questions 377

The results of this dataset showed expected 378

problem-solving abilities across models in differ- 379

ent subject areas, in particular, general weaknesses 380

in handling secondary school-level mathematics 381

and strong performance in legal questions. Pro- 382

prietary models generally performed better than 383

open-weight models. The sub-scores in the in- 384

dividual tasks show that most models struggled 385

with academic questions that were never posted 386

online. It is worth noting that some open-weight 387

models (e.g. CLLM 34B and Qwen2 72B) outper- 388

formed most models, likely due to these models 389

being trained on Hong Kong data that represents 390

local knowledge. Written Chinese yielded better 391

overall results, and this is contributed by the Law 392

dataset which only came in Chinese. Discount- 393

ing this set, Written Chinese caused a slight drop 394

in performance. This indicates that multi-lingual 395

open-weight LLMs showed cross-lingual capabili- 396

ties, maintaining similar performance across both 397

languages. 398

4.3 Hong Kong Cultural Questions 399

Proprietary models and Qwen 2 72B showed a 400

good understanding of Hong Kong cultural knowl- 401

edge, yet none of themodels performedwell across 402

the subcategories. Looking into the sub-scores, 403

models occasionally matched humans in most sub- 404

tests (e.g. Food Culture and Life in HK ). However, 405

when inspecting the results, good performance by 406

percentage only reflects the size of existing Hong 407

Kong knowledge represented in Wikipedia entries. 408

For example, only two models (Yi 1.5 6B and 409

Qwen2 72B) correctly answered the origin of De- 410

mae Itcho noodles sold in Hong Kong, while 94% 411

of humans did. The results for Language & Ex- 412

pressions also show that most models did not have 413

a nuanced understanding of Cantonese. Com- 414

pared to human performance at 85.8%, SenseChat 415

scored the highest point out of all models in 5- 416

shot (79.6%), but its performance dropped signif- 417

icantly in zero-shot (61.4%). In zero-shot evalua- 418

tion, CLLM 34B delivered the best performance at 419

77.3%. Furthermore, model size affects the perfor- 420

mance of geospatial tasks, with open-source mod- 421

els in the 6-9B parameter range achieving only 422

about 50% of larger models’ performance on Lo- 423

cal Area Knowledge (e.g. Yi 1.5 34B 67.9%, 9B 424

35.7%). The overall results of this dataset sug- 425

gest that Hong Kong cultural knowledge is under- 426
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MMLU Academic &
Professional Cultural Average

Model EN YUE EN ZH 0-shot 5-shot EN ZH/YUE
Claude 3.5 Sonnet 85.0% 81.5% 75.1% 75.2% 71.7% 75.0% 80.1% 75.8%
Doubao Pro 79.8% 74.2% 60.8% 70.5% 70.7% 75.0% 70.3% 72.6%
Ernie 4.0 81.0% 75.2% 70.4% 72.4% 68.2% 75.2% 75.7% 72.8%
Gemini 1.5 Flash 79.0% 73.1% 67.4% 68.3% 61.0% 64.0% 73.2% 66.6%
Gemini 1.5 Pro 83.2% 77.6% 71.0% 71.7% 74.0% 73.8% 77.1% 74.3%
GPT4o 84.8% 80.3% 77.6% 75.3% 77.5% 77.2% 81.2% 77.6%
GPT4o-mini 76.7% 69.4% 62.0% 65.6% 55.6% 60.6% 69.4% 62.8%
SenseChat 78.7% 70.1% 73.6% 75.6% 67.4% 77.4% 76.1% 68.8%
Aya 23 8B 56.6% 47.1% 44.8% 49.0% 39.5% 37.7% 50.7% 43.3%
CLLM 6B 58.6% 51.7% 50.9% 53.5% 52.0% 56.1% 54.7% 53.3%
CLLM 34B 75.9% 69.9% 66.8% 69.9% 72.5% 76.7% 71.3% 72.3%
Yi 1.5 6B 64.1% 54.0% 53.7% 58.3% 47.7% 50.7% 58.9% 52.7%
Yi 1.5 9B 70.9% 60.8% 59.2% 63.3% 48.7% 57.3% 65.0% 57.5%
Yi 1.5 34B 76.1% 68.5% 63.7% 68.7% 67.7% 72.9% 69.9% 69.5%
Gemma 2 2B 58.5% 46.5% 45.3% 48.5% 33.3% 35.2% 51.9% 40.9%
Gemma 2 9B 73.4% 64.3% 63.6% 64.0% 49.1% 51.6% 68.5% 57.3%
Gemma 2 27B 76.4% 68.4% 65.1% 68.1% 57.1% 60.9% 70.7% 63.6%
Llama 3.1 8B 69.0% 56.4% 51.4% 57.1% 45.6% 52.7% 60.2% 52.9%
Llama 3.1 70B 80.3% 74.9% 68.2% 70.0% 63.0% 64.4% 74.2% 68.1%
Llama 3.1 405B 84.5% 78.4% 70.9% 74.2% 67.9% 69.9% 77.7% 72.6%
Mistral Nemo 12B 68.8% 58.4% 54.6% 58.0% 40.1% 42.7% 61.7% 49.8%
Qwen2 7B 71.2% 64.8% 60.7% 65.4% 53.6% 54.8% 66.0% 59.6%
Qwen2 72B 82.9% 78.3% 74.7% 76.3% 72.9% 77.7% 78.8% 76.3%
Random 25.0% 25.5% 22.9% 24.6% 29.8% 28.1% 23.9% 27.0%

Table 1: Model performance on MMLU, Academic and Professional, and Cultural questions. Note that SenseChat
refused to answer one subset of questions in Cultural Question 5-shot evaluation.

represented in LLM training. See Appendix C for427

details.428

4.4 Linguistic and NLP Tasks429

These two groups of tasks reveal the representa-430

tion of Cantonese phonological, orthographic, lex-431

ical and grammatical knowledge in existing mod-432

els. The overall results (Table 2) show a consis-433

tent trend where proprietary models outperformed434

open-weight models (but more pronounced in lin-435

guistic tasks). GPT-4o led with 76.7% and 89.6%436

in both linguistic and NLP tasks. Lower scores437

are often due to chance-level performance when438

knowledge is absent, or below chance-level due to439

influence from Mandarin. Here are the key find-440

ings and observations:441

Most LLMs understand Cantonese fine. Most442

models performed well in Sentiment Analysis443

(GPT4o 79.7%, Llama 3.1 405B 78.8%), Transla-444

tion (3-shot: GPT4o 98.3%, Qwen2 72B 96.6%),445

and Summarisation (Claude 3.5 Sonnet 92.7%,446

Gemma 2 9B 91.3%). Models that obtained lower 447

scores are often due to task completion problems, 448

e.g. failure to handle long input and problems with 449

low frequency/mixed-language tokens. 450

Proprietary and large open-weight models have 451

good Cantonese lexical knowledge. The perfor- 452

mance in translation and sentiment analysis is 453

closely tied to the ability to determine the mean- 454

ing of Cantonese-specific words that are not found 455

or used differently in Mandarin. Most models 456

also performed well in the Character Selection sub- 457

task under Orthographic Knowledge. It is note- 458

worthy that despite good performance with pro- 459

prietary models (73.1% - 88.5%) and some open- 460

weight models (CLLM 34B and Qwen2 72B both 461

76.9%), GPT4 struggled with Cantonese orthogra- 462

phy (65.4%). 463

LLMs in general lack knowledge about Can- 464

tonese pronunciation. Most models failed to con- 465

duct simple tasks such as judging homophone or 466
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rhyme pairs, with GPT-4o being a notable ex-467

ception (Homophone: 56.0%; Rhyming: 96.0%).468

Poor performance in other models is influenced469

by Mandarin homophones. In the Grapheme-to-470

Phoneme (G2P) conversion task, all models per-471

formed worse than the rule-based control (Vi-472

sual Fonts, CER 5.0%), the closest being GPT4o473

(5.4%), Claude 3.5 Sonnet (7.9%). All models per-474

formed at chance level in phonological reasoning,475

which is particularly challenging for Cantonese476

due to limited specialised data.477

LLMs in general do not have meta-linguistic478

knowledge represented in Cantonese. Although479

certain models especially the Chinese proprietary480

models performed well in the visual similarity task481

(SenseChat 70%, Doubao 70%, Ernie 75%) or or-482

thographic reasoning (GPT4o 63.0%), the knowl-483

edge seems to have come from Simplified Chinese,484

thus their good performance is not transferred to485

Cantonese-specific items. This seems to be caused486

by insufficient descriptive knowledge about the487

structure and properties associated with the indi-488

vidual glyphs.489

5 Conclusion490

This paper presents HKCanto-Eval, the first com-491

prehensive evaluation benchmark focussing on492

Hong Kong Cantonese, by comparing the Can-493

tonese language support of 6 proprietary and 7494

open-weight model families. Our findings indi-495

cate that while these models can understand Can-496

tonese in various contexts, retrieve knowledge497

about Hong Kong, and address problems written498

in or about Cantonese to some extent, there are no-499

table limitations. Most models, especially open-500

weight models in the 6–9B range, lack sufficient501

linguistic, cultural and professional knowledge in502

Cantonese and Hong Kong. Performance was par-503

ticularly poor for questions requiring knowledge504

not commonly found in major online sources.505

One area that we paid close attention to is506

the presence of metalinguistic knowledge in these507

models. There is concern that models showed Can-508

tonese proficiency in linguistic and NLP tasks pri-509

marily through Mandarin. If their linguistic under-510

standing is based solely on Mandarin, they may511

perform well on simpler tasks but struggle signifi-512

cantly with “false friends” between languages, as513

Mandarin knowledge becomes a hindrance. This514

benchmark introduces a novel perspective, fo-515

cussing on Cantonese processing abilities beyond516

Model Linguistic NLP
Claude 3.5 Sonnet 70.8% 89.2%
Doubao Pro 64.7% 87.0%
Ernie 4.0 62.8% 82.7%
Gemini 1.5 Flash 55.2% 83.2%
Gemini 1.5 Pro 66.4% 87.9%
GPT4o 76.7% 89.6%
GPT4o-mini 64.7% 86.1%
SenseChat 52.8% 78.8%
Aya 23 8B 19.0% 70.1%
CLLM 6B 17.0% 71.9%
CLLM 34B 59.7% 73.3%
Yi 1.5 6B 21.3% 56.6%
Yi 1.5 9B 28.0% 72.2%
Yi 1.5 34B 25.4% 82.9%
Gemma 2 2B 24.5% 73.4%
Gemma 2 9B 40.3% 85.0%
Gemma 2 27B 42.1% 83.2%
Llama 3.1 8B 39.0% 60.3%
Llama 3.1 70B 56.0% 84.5%
Llama 3.1 405B 60.6% 64.4%
Mistral Nemo 12B 41.5% 68.8%
Qwen2 7B 27.8% 66.8%
Qwen2 72B 43.3% 83.5%
Control 60.3% 76.8%

Table 2: Model performance in linguistics and NLP
tasks

superficial slang and expressions. By requiring 517

reasoning about sounds and characters specific to 518

Cantonese, our benchmark provides a fairer judge- 519

ment that credits models accurately capturing Can- 520

tonese phonology and orthography, while expos- 521

ing those that appear competent in Cantonese but 522

are heavily reliant on Mandarin. 523

This challenge in processing Cantonese is 524

shared by other low-resource languages. As train- 525

ing data increases, models tend to favour high- 526

resource languages like Mandarin Chinese. The 527

apparent similarity between Cantonese and Writ- 528

ten Chinese further affects the ability of even pro- 529

prietary models to distinguish between these lin- 530

guistic contexts accurately. Addressing the seg- 531

regation of regional and linguistic knowledge is 532

crucial for developing culturally and linguistically 533

adaptive LLMs. This issue extends beyond Can- 534

tonese to other under-represented language com- 535

munities. 536
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6 Limitations & Future Directions537

The current benchmark exhibits several limitations.538

First, the use of machine translation introduces po-539

tential inaccuracies. While Gemini 1.5 Flash bal-540

ances cost and quality, human-translated questions541

could provide a more reliable benchmark, albeit at542

a higher resource cost. The reliance on multiple-543

choice and text-based questions does not fully cap-544

ture the capabilities required for practical LLM ap-545

plications such as code generation and mathemati-546

cal problem-solving, which demand coherent and547

contextual text generation. The dataset also lacks548

multi-modal data like image and audio, which is549

now supported by proprietary models and should550

be evaluated.551

The newly and manually created questions552

might contain biases and a lack of scalability553

and comprehensiveness. The cultural questions,554

predominantly created by colleagues and rela-555

tives of the authors, may introduce bias in cul-556

tural references and wordings, leading to an over-557

representation of certain perspectives while under-558

representing others, such as traditional practices.559

Political topics were also specifically excluded,560

limiting cultural representation.561

Human evaluation, while insightful, is not scal-562

able. Automated and objective evaluation meth-563

ods, such as LLM-as-a-judge or rule-based ap-564

proaches, are necessary for efficient evaluation,565

but this is challenging due to the low-resource na-566

ture of Cantonese.567

Future directions include developing bench-568

marks incorporating audio, images, and tables, and569

addressing the aforementioned limitations to cre-570

ate more comprehensive and representative evalu-571

ations.572

References573

Alham Fikri Aji, Genta Indra Winata, Fajri Koto,574
Samuel Cahyawijaya, Ade Romadhony, Rahmad575
Mahendra, Kemal Kurniawan, David Moeljadi, Ra-576
dityo Eko Prasojo, Timothy Baldwin, Jey Han Lau,577
and Sebastian Ruder. 2022. One country, 700+ lan-578
guages: NLP challenges for underrepresented lan-579
guages and dialects in Indonesia. In Proceedings580
of the 60th Annual Meeting of the Association for581
Computational Linguistics (Volume 1: Long Papers),582
pages 7226–7249, Dublin, Ireland. Association for583
Computational Linguistics.584

Anthropic. 2024. Claude 3 model card.585

Viraat Aryabumi, John Dang, Dwarak Talupuru,586
Saurabh Dash, David Cairuz, Hangyu Lin, Bharat587

Venkitesh, Madeline Smith, Jon Ander Campos, 588
Yi Chern Tan, Kelly Marchisio, Max Bartolo, Se- 589
bastian Ruder, Acyr Locatelli, Julia Kreutzer, Nick 590
Frosst, Aidan Gomez, Phil Blunsom, Marzieh 591
Fadaee, Ahmet Üstün, and Sara Hooker. 2024. Aya 592
23: Open weight releases to further multilingual 593
progress. Preprint, arXiv:2405.15032. 594

Baidu Inc. 2023. Baidu launches ernie 4.0 foundation 595
model, leading a new wave of ai-native applications. 596

Robert S. Bauer. 2016. The hong kong cantonese 597
language: Current features and future prospects. 598
Global Chinese, 2(2):115–161. 599

Mark Chen, Jerry Tworek, Heewoo Jun, Qiming Yuan, 600
Henrique Ponde De Oliveira Pinto, Jared Kaplan, 601
Harri Edwards, Yuri Burda, Nicholas Joseph, Greg 602
Brockman, et al. 2021. Evaluating large lan- 603
guage models trained on code. arXiv preprint 604
arXiv:2107.03374. 605

Po-Heng Chen, Sijia Cheng, Wei-Lin Chen, Yen-Ting 606
Lin, and Yun-Nung Chen. 2024. Measuring tai- 607
wanese mandarin language understanding. arXiv 608
preprint arXiv:2403.20180. 609

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, 610
Mark Chen, Heewoo Jun, Lukasz Kaiser, Matthias 611
Plappert, Jerry Tworek, Jacob Hilton, Reiichiro 612
Nakano, et al. 2021. Training verifiers to solve math 613
word problems. arXiv preprint arXiv:2110.14168. 614

ByteDance Doubao. 2024. Doubao models. 615

Jia Tina Du, Iris Xie, and Jenny Waycott. 2020. 616
Marginalized communities, emerging technologies, 617
and social innovation in the digital age: Introduction 618
to the special issue. Information Processing & Man- 619
agement, 57(3):102235. 620

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, 621
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman, 622
Akhil Mathur, Alan Schelten, Amy Yang, Angela 623
Fan, et al. 2024. The llama 3 herd of models. arXiv 624
preprint arXiv:2407.21783. 625

David M. Eberhard, Gary F. Simons, and Charles D. 626
Fennig. 2024. Ethnologue: Languages of the World, 627
27 edition. SIL International, Dallas. 628

Ziru Fu, Yu Cheng Hsu, Christian S Chan, Chaak Ming 629
Lau, Joyce Liu, and Paul Siu Fai Yip. 2024. Efficacy 630
of chatgpt in cantonese sentiment analysis: compar- 631
ative study. Journal of Medical Internet Research, 632
26:e51069. 633

Bofei Gao, Feifan Song, Zhe Yang, Zefan Cai, Yibo 634
Miao, Qingxiu Dong, Lei Li, Chenghao Ma, Liang 635
Chen, Runxin Xu, et al. 2024. Omni-math: A univer- 636
sal olympiad level mathematic benchmark for large 637
language models. arXiv preprint arXiv:2410.07985. 638

Aryo Pradipta Gema, Joshua Ong Jun Leang, Gi- 639
won Hong, Alessio Devoto, Alberto Carlo Maria 640

8

https://doi.org/10.18653/v1/2022.acl-long.500
https://doi.org/10.18653/v1/2022.acl-long.500
https://doi.org/10.18653/v1/2022.acl-long.500
https://doi.org/10.18653/v1/2022.acl-long.500
https://doi.org/10.18653/v1/2022.acl-long.500
https://assets.anthropic.com/m/61e7d27f8c8f5919/original/Claude-3-Model-Card.pdf
https://arxiv.org/abs/2405.15032
https://arxiv.org/abs/2405.15032
https://arxiv.org/abs/2405.15032
https://arxiv.org/abs/2405.15032
https://arxiv.org/abs/2405.15032
https://www.prnewswire.com/news-releases/baidu-launches-ernie-4-0-foundation-model-leading-a-new-wave-of-ai-native-applications-301958681.html
https://www.prnewswire.com/news-releases/baidu-launches-ernie-4-0-foundation-model-leading-a-new-wave-of-ai-native-applications-301958681.html
https://www.prnewswire.com/news-releases/baidu-launches-ernie-4-0-foundation-model-leading-a-new-wave-of-ai-native-applications-301958681.html
https://team.doubao.com/en/
http://www.ethnologue.com


Mancino, Rohit Saxena, Xuanli He, Yu Zhao, Xi-641
aotang Du, Mohammad Reza Ghasemi Madani, et al.642
2024. Are we done with mmlu? arXiv preprint643
arXiv:2406.04127.644

Gemini Team, Petko Georgiev, Ving Ian Lei, Ryan645
Burnell, Libin Bai, Anmol Gulati, Garrett Tanzer,646
Damien Vincent, Zhufeng Pan, Shibo Wang, et al.647
2024. Gemini 1.5: Unlocking multimodal under-648
standing across millions of tokens of context. arXiv649
preprint arXiv:2403.05530.650

Gemma Team, Morgane Riviere, Shreya Pathak,651
Pier Giuseppe Sessa, CassidyHardin, Surya Bhupati-652
raju, Léonard Hussenot, Thomas Mesnard, Bobak653
Shahriari, Alexandre Ramé, et al. 2024. Gemma 2:654
Improving open language models at a practical size.655
arXiv preprint arXiv:2408.00118.656

Vipul Gupta, David Pantoja, Candace Ross, Adina657
Williams, and Megan Ung. 2024. Changing answer658
order can decrease mmlu accuracy. arXiv preprint659
arXiv:2406.19470.660

Dan Hendrycks, Collin Burns, Steven Basart, Andy661
Zou, Mantas Mazeika, Dawn Song, and Jacob Stein-662
hardt. 2020. Measuring massive multitask language663
understanding. arXiv preprint arXiv:2009.03300.664

Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul665
Arora, Steven Basart, Eric Tang, Dawn Song, and Ja-666
cob Steinhardt. 2021. Measuring mathematical prob-667
lem solving with the math dataset. arXiv preprint668
arXiv:2103.03874.669

Kung Yin Hong, Lifeng Han, Riza Theresa Batista-670
Navarro, and Goran Nenadic. 2024. Cantonmt:671
Cantonese-english neural machine translation look-672
ing into evaluations. In Proceedings of the 16th Con-673
ference of the Association for Machine Translation674
in the Americas (Volume 2: User Track), pages 133–675
144.676

Yuzhen Huang, Yuzhuo Bai, Zhihao Zhu, Junlei677
Zhang, Jinghan Zhang, Tangjun Su, Junteng Liu,678
Chuancheng Lv, Yikai Zhang, Yao Fu, et al. 2024.679
C-eval: A multi-level multi-discipline chinese eval-680
uation suite for foundationmodels. Advances in Neu-681
ral Information Processing Systems, 36.682

Aaron Hurst, Adam Lerer, Adam P Goucher, Adam683
Perelman, Aditya Ramesh, Aidan Clark, AJ Ostrow,684
Akila Welihinda, Alan Hayes, Alec Radford, et al.685
2024. Gpt-4o system card.686

Jiyue Jiang, Liheng Chen, Pengan Chen, Sheng Wang,687
Qinghang Bao, Lingpeng Kong, Yu Li, and Chuan688
Wu. 2024. How far can cantonese nlp go? bench-689
marking cantonese capabilities of large language690
models. arXiv e-prints, pages arXiv–2408.691

Fajri Koto, Haonan Li, Sara Shatnawi, Jad Dough-692
man, Abdelrahman Boda Sadallah, Aisha Alraeesi,693
Khalid Almubarak, Zaid Alyafeai, Neha Sengupta,694
Shady Shehata, et al. 2024. Arabicmmlu: Assessing695
massive multitask language understanding in arabic.696
arXiv preprint arXiv:2402.12840.697

Chaak Ming Lau. 2024. Ideologically driven diver- 698
gence in cantonese vernacular writing practices. In 699
J.-F. Dupré, editor, Politics of Language in Hong 700
Kong. Routledge. 701

Jackson Lee, Litong Chen, Charles Lam, Chaak Ming 702
Lau, and Tsz-Him Tsui. 2022. PyCantonese: 703
Cantonese linguistics and NLP in python. In 704
Proceedings of the Thirteenth Language Resources 705
and Evaluation Conference, pages 6607–6611, Mar- 706
seille, France. European Language Resources Asso- 707
ciation. 708

Genevieve Leung and Yuuko Uchikoshi. 2012. Re- 709
lationships among language ideologies, family lan- 710
guage policies, and children’s language achievement: 711
A look at cantonese-english bilinguals in the us. 712
Bilingual Research Journal, 35(3):294–313. 713

Haonan Li, Yixuan Zhang, Fajri Koto, Yifei Yang, Hai 714
Zhao, Yeyun Gong, Nan Duan, and Timothy Bald- 715
win. 2023. Cmmlu: Measuring massive multitask 716
language understanding in chinese. arXiv preprint 717
arXiv:2306.09212. 718

Mistral. 2024. Mistral nemo. 719

OpenAI. 2024. Gpt-4o mini: advancing cost-efficient 720
intelligence. 721

Irene Plaza, Nina Melero, Cristina del Pozo, Javier 722
Conde, Pedro Reviriego, MarinaMayor-Rocher, and 723
María Grandury. 2024. Spanish and llm bench- 724
marks: is mmlu lost in translation? arXiv preprint 725
arXiv:2406.17789. 726

Itesh Sachdevl, Richard Bourhis, Sue-wen Phang, and 727
John D’Eye. 1987. Language attitudes and vitality 728
perceptions: Intergenerational effects amongst chi- 729
nese canadian communities. Journal of Language 730
and Social Psychology, 6(3-4):287–307. 731

SenseTime. 2024. Sensetime introduces sensechat 732
(cantonese) to hong kong users, delivering localised 733
ai experiences free-of-charge. 734

Guijin Son, Hanwool Lee, Sungdong Kim, Seungone 735
Kim, Niklas Muennighoff, Taekyoon Choi, Cheon- 736
bok Park, Kang Min Yoo, and Stella Biderman. 737
2024. Kmmlu: Measuring massive multitask lan- 738
guage understanding in korean. arXiv preprint 739
arXiv:2402.11548. 740

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao, 741
Abu Awal Md Shoeb, Abubakar Abid, Adam Fisch, 742
Adam R Brown, Adam Santoro, Aditya Gupta, 743
Adrià Garriga-Alonso, et al. 2022. Beyond the 744
imitation game: Quantifying and extrapolating the 745
capabilities of language models. arXiv preprint 746
arXiv:2206.04615. 747

Ashima Suvarna, Harshita Khandelwal, and Nanyun 748
Peng. 2024. PhonologyBench: Evaluating phono- 749
logical skills of large language models. In Proceed- 750
ings of the 1st Workshop on Towards Knowledgeable 751
Language Models (KnowLLM 2024), pages 1–14, 752

9

https://aclanthology.org/2022.lrec-1.711/
https://aclanthology.org/2022.lrec-1.711/
https://aclanthology.org/2022.lrec-1.711/
https://mistral.ai/news/mistral-nemo/
https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/
https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/
https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/
https://www.sensetime.com/en/news-detail/51168164?categoryId=1072
https://www.sensetime.com/en/news-detail/51168164?categoryId=1072
https://www.sensetime.com/en/news-detail/51168164?categoryId=1072
https://www.sensetime.com/en/news-detail/51168164?categoryId=1072
https://www.sensetime.com/en/news-detail/51168164?categoryId=1072
https://doi.org/10.18653/v1/2024.knowllm-1.1
https://doi.org/10.18653/v1/2024.knowllm-1.1
https://doi.org/10.18653/v1/2024.knowllm-1.1


Bangkok, Thailand. Association for Computational753
Linguistics.754

Saeid Asgari Taghanaki, Aliasgahr Khani, and Amir755
Khasahmadi. 2024. Mmlu-pro+: Evaluating higher-756
order reasoning and shortcut learning in llms. arXiv757
preprint arXiv:2409.02257.758

Zhi-Rui Tam, Ya-Ting Pai, Yen-Wei Lee, Jun-Da Chen,759
Wei-Min Chu, Sega Cheng, and Hong-Han Shuai.760
2024. An improved traditional chinese evalua-761
tion suite for foundation model. arXiv preprint762
arXiv:2403.01858.763

toastynews. 2020. openrice-senti.764

Maria Tsapali and Hiu Ching Wong. 2023. The future765
of cantonese and traditional chinese among newly ar-766
rived hong kong immigrant children in the united767
kingdom–a study on parents’attitudes, challenges768
faced and support needed. Cambridge Educational769
Research e-Journal, 10:14–31.770

Sshubam Verma, Mohammed Safi Ur Rahman Khan,771
Vishwajeet Kumar, Rudra Murthy, and Jaydeep Sen.772
2024. Milu: Amulti-task indic language understand-773
ing benchmark. arXiv preprint arXiv:2411.02538.774

Yubo Wang, Xueguang Ma, Ge Zhang, Yuansheng Ni,775
Abhranil Chandra, Shiguang Guo, Weiming Ren,776
Aaran Arulraj, Xuan He, Ziyan Jiang, et al. 2024.777
Mmlu-pro: A more robust and challenging multi-778
task language understanding benchmark. arXiv779
preprint arXiv:2406.01574.780

Genta Winata, Shijie Wu, Mayank Kulkarni, Thamar781
Solorio, and Daniel Preotiuc-Pietro. 2022. Cross-782
lingual few-shot learning on unseen languages. In783
Proceedings of the 2nd Conference of the Asia-784
Pacific Chapter of the Association for Computa-785
tional Linguistics and the 12th International Joint786
Conference on Natural Language Processing (Vol-787
ume 1: Long Papers), pages 777–791, Online only.788
Association for Computational Linguistics.789

Rong Xiang, Emmanuele Chersoni, Yixia Li, Jing Li,790
Chu-Ren Huang, Yushan Pan, and Yushi Li. 2024.791
Cantonese natural language processing in the trans-792
formers era: a survey and current challenges. Lan-793
guage Resources and Evaluation, pages 1–27.794

Yuemei Xu, Ling Hu, Jiayi Zhao, Zihan Qiu, Kevin Xu,795
Yuqi Ye, and Hanwen Gu. 2024. A survey on multi-796
lingual large language models: Corpora, alignment,797
and bias. arXiv preprint arXiv:2404.00929.798

An Yang, Baosong Yang, Binyuan Hui, Bo Zheng,799
Bowen Yu, Chang Zhou, Chengpeng Li, Chengyuan800
Li, Dayiheng Liu, Fei Huang, et al. 2024. Qwen2801
technical report. arXiv preprint arXiv:2407.10671.802

William Yiu. 2024. Hong kong government to adopt803
city’s own chatgpt-style tool after openai further804
blocks access.805

Alex Young, Bei Chen, Chao Li, Chengen Huang, 806
Ge Zhang, Guanwei Zhang, Heng Li, Jiangcheng 807
Zhu, Jianqun Chen, Jing Chang, et al. 2024. Yi: 808
Open foundation models by 01. ai. arXiv preprint 809
arXiv:2403.04652. 810

Zheng Yuan, Hongyi Yuan, Chuanqi Tan, Wei Wang, 811
and Songfang Huang. 2023. How well do large lan- 812
guage models perform in arithmetic tasks? arXiv 813
preprint arXiv:2304.02015. 814

Daoguang Zan, Bei Chen, Fengji Zhang, Dianjie 815
Lu, Bingchao Wu, Bei Guan, Yongji Wang, and 816
Jian-Guang Lou. 2022. Large language mod- 817
els meet nl2code: A survey. arXiv preprint 818
arXiv:2212.09420. 819

Lubei Zhang, Linda Tsung, and Xian Qi. 2023. Home 820
language use and shift in australia: Trends in the new 821
millennium. Frontiers in Psychology, 14:1096147. 822

10

https://github.com/toastynews/openrice-senti
https://aclanthology.org/2022.aacl-main.59
https://aclanthology.org/2022.aacl-main.59
https://aclanthology.org/2022.aacl-main.59
https://www.scmp.com/news/hong-kong/hong-kong-economy/article/3270342/hong-kong-adopt-local-version-chatgpt-tech-chief-says-after-openai-blocks-access
https://www.scmp.com/news/hong-kong/hong-kong-economy/article/3270342/hong-kong-adopt-local-version-chatgpt-tech-chief-says-after-openai-blocks-access
https://www.scmp.com/news/hong-kong/hong-kong-economy/article/3270342/hong-kong-adopt-local-version-chatgpt-tech-chief-says-after-openai-blocks-access
https://www.scmp.com/news/hong-kong/hong-kong-economy/article/3270342/hong-kong-adopt-local-version-chatgpt-tech-chief-says-after-openai-blocks-access
https://www.scmp.com/news/hong-kong/hong-kong-economy/article/3270342/hong-kong-adopt-local-version-chatgpt-tech-chief-says-after-openai-blocks-access

	Introduction
	Related Benchmarks
	Methodology
	Translated MMLU Dataset
	Academic and Professional Dataset
	Hong Kong Cultural Questions Dataset
	Linguistic Knowledge Dataset
	Phonological Knowledge
	Orthographic Knowledge
	Grapheme-to-Phoneme (G2P) Conversion

	NLP Tasks Dataset
	Evaluation Method
	Model Selection

	Results
	MMLU
	Academic and Professional Questions
	Hong Kong Cultural Questions
	Linguistic and NLP Tasks

	Conclusion
	Limitations & Future Directions

