Table 1: Classification accuracy on 10 node classification datasets. Due to space limitations, the
performances of LS and KD are omitted. The best performance among the baselines in this table is
highlighted in bold.

Cora CiteSeer ~ PubMed  Computers Photo Chameleon Actor Squirrel Texas Cornell
GCN 87.14+101  79.86+067 86.74+027  83.32+033  88.26x073  59.61+221  33.23+116  46.78+087 77.38+328  65.90+4.43
+SALS 88.10+1.08  80.52+085 87.23+0.13  88.88x054  93.80+031  63.00+175  33.24+092  49.16x077  70.00+3.93  58.36+7.54
+ALS 88.10+085 81.02+052 87.30+030  89.18+036  93.88+027  64.11x120  34.05+049 47.44x076 77.38+2.13  71.64+3.28

+PosteL 88.56+090 82.10+050 88.00+025 89.30+023 94.08+035  65.80+123  35.16+043 52.76+064 80.82+279  80.33+1.80
A +1.42(1)  +2.24(1)  +1.26(1)  +5.98(1)  +5.82(1)  +6.19(1)  +1.93(1)  +5.98(1)  +3.44(T) +14.43(1)

GAT 88.03+079  80.52+071 87.04#024  83.322039  90.94+068  63.13+193  33.93+247 44.49+088 80.82+213 78.21+295
+SALS 88.64+094 81.23+059 86.49+025  88.75+036  93.74+037  62.76+142  33.91+141  42.29+094 74.92+443  65.57*10.00
+ALS 88.60+092  81.09+068 87.06+024  89.57+035 94.16+036  66.15+125  34.05+052 46.85+145 78.03+3.11  75.08+3.77

+PosteL 89.21+1.08 82.13+064 87.08+0.19 89.60+029 94.31+031  66.28+1.14 3592072 49.38+1.05 80.33x262  80.33x1.81
A +LI8(1)  +1.61(1)  +0.04(1)  +6.28(1)  +3.37(1)  +3.15(1)  +1.99(1)  +4.89(1) —0.49())  +2.12(1)

APPNP 88.14+073  80.47+074 88.12+031 8532037 88.51+031  51.84x182  39.66+055 34.71x057 90.98+164  91.81+1.96
+SALS 88.97+090 81.53+056 88.50+031  86.49+050 93.74+038  52.82+195  39.66+064 36.34x065 83.44+393  89.51+377

+ALS 88.93+094 81.75+059 89.30+030  87.32+023  94.33+024  53.44+199  39.89+067 36.11x081  90.82+262  92.13+148
+PosteL 89.62+084 82.47+066 89.17+026 87.46+029 94.42+024 53.83+166 40.18x070 36.71x060 92.13+148 93.44x1.64
A +1.48(1)  +2.00(T) +1.05(1)  +2.14(1)  +5.91(1)  +1.99(1)  +0.52(1)  4+2.00(1)  +1.15(1)  +1.63(1)
MLP 76.96+095 76.58+0.88 85.94+022  82.85+038 84.72+034  46.85+151  40.19+056 31.03+118  91.45+114  90.82+1.63
+SALS 77294105  77.00+090 85.78+033  82.55+051  89.11+052  43.68+1.60  39.47+073  30.88+068 86.39+509  89.11+0.52
+ALS 77.59+060 77.24+082 86.43+043 84.26x0.66 89.86+043  48.03+138  39.98+094 31.33x080 91.64+344  91.64+131
+PosteL 78.39+094 78.40+071 86.51x033 84.20+055 89.90+027  48.51+166 40.15+046  33.11x060 92.95+131  93.61*1.80
A +1.43(1)  +1.82(1) +0.57(1)  +1.35(1)  +5.18(1)  +1.66(1)  —0.04())  +2.08(1)  +1.50(1)  +2.79(1)

ChebNet 86.67+082 79.11x075 87.95+028  87.54%043 93.77+032  59.28+125  37.61x089 40.55+042 86.22+245 83.93%2.13
+SALS 87.31+094 79.71+083 88.46+030  89.52+035 94.19+027 56942520  39.25+067 41.612093 7426361  73.44+6.89
+ALS 87.39+097 79.81+081 88.80+033  89.88+036  95.21*023  61.09+063  39.61+112 41.98x085 85.57+328  86.39+230
+PosteL 88.57+092 82.48+052 89.20+031 89.95+040 94.87+025  66.83x0.77  39.56+051 50.87x090 86.39+246 88.52+2.63
A +1.90(1)  +3.37(1)  +1.25(1)  +2.41(1)  +1.10(1)  +7.55(1)  +1.95(1) +10.32(1) +0.17(1)  +4.59(1)

GPR-GNN  88.57+069 80.12+083 88.46+033 86.85+025 93.85+028  67.28+1.00 39.92+067 50.15+192  92.95+131  91.37+181
+SALS 88.78+090 80.71x091 90.12+046  88.63+035  94.23+065  65.16+149  39.67+073  44.75+145 73.61+344  82.46+295
+ALS 88.93+131  80.31x071 90.23#050  89.14+048  94.55+053  67.79+1.07  40.09x072  51.34x100 92.95+131  89.18+2.13
+PosteL 89.20+1.07  81.21*064 90.57+031 89.84+043 94.76+038  68.38+1.12  40.08+069 53.54+079 93.28+131  92.46+0.99
A +0.63(1)  +1.09(1)  +2.11(1)  +2.99(1)  40.91(1)  +1.10(1)  +0.16(1)  +3.39(1)  +0.33(1)  +1.09(1)

BernNet 88.52+095 80.09+079 88.48+041  87.64+044  93.63x035  68.29+158  41.79+101  51.35+073  93.12+065  92.13+1.64
+SALS 88.77+085 81.20+061 88.61+035  88.87+033  94.22+043  64.62+085  40.15+107 46.19+078  85.90+4.10 88.03+3.12

+ALS 89.13+079  81.17+067 89.19+046  89.52+030 94.54+032  67.92+107 40.51+061 51.83+131  93.77+131  92.79+148

+PosteL 89.39+092  82.46+067 89.07+029 89.56x035 94.54+036  69.65+083  40.40+067 53.11+087  93.93+115  92.95+1.80

A +0.87(1)  +2.37(1)  40.59(1)  +1.92(1)  +0.91(1)  +1.36(1)  —1.39(}) +1.76(1) 4+0.81(1)  +0.82(7)
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Figure 1: Hyperparameter sensitivity analysis on GCN for four datasets.
GT LS KD
1.60 1.80
150 S
1.60
1.40
1.40 1.00
120 1.20
1.00] = Training 1.00 0.50
Validation
o0.80} — Test 0.80 0.00
0 200 400 600 800 _ 1000 0 200 400 600 800 1000 0 200 400 600 800 1000
Epoch Epoch Epoch
SALS ALS PosteL
1.60 1.60 1.60
1.50 1.40
1.50
1.40
1.20
130 1.40
1.00
1.20 1.30 \
110 0.80
o 200 400 600 800 100 0 200 400 600 800 1000 0 200 400 600 800 1000
Epoch Epoch Epoch

Figure 2: Loss curve of GCN trained on PosteL. and baselines on the Squirrel dataset.



