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1 IMPLEMENTATION DETAILS

For CIFAR-100, we set the batch size as 64 and the base learning rate as 0.05. For ImageNet, we
set the batch size as 128, and the base learning rate as 0.1. For MS-COCO, we set the batch size
as 8 and the base learning rate as 0.01. We take 1 GPU to train the model on CIFAR-100 and 8
GPUs on ImageNet and MS-COCO. For prediction augmentation, we take K = 5 temperatures
[2.0, 3.0, 4.0, 5.0, 6.0] and denote the median of them as T (T = 4.0 here). We run each experiment
five times and report the average results.

2 DATASETS

We take three widely researched datasets, 1) CIFAR-100 Krizhevsky et al. (2009), with 60,000
images in total (50,000 for training and 10,000 for validation) from 100 categories, the resolution of
images is 32 × 32, 2) ImageNet Russakovsky et al. (2015), one of the most important benchmark
datasets for image classification, with nearly 1.3 million training images and 50,000 images for
validation. The images come from 1,000 categories and are in high resolution, and 3) MS-COCO Lin
et al. (2014), a mainstream dataset for object detection, with 118,000 training images and 5,000
validation images from 80 categories. CIFAR-100 and ImageNet are taken for image classification,
and MS-COCO is utilized for object detection.

3 MORE ANALYSES

Comparison with Teacher Model It is interesting to explore the performance gap between the
student and teacher model in our method. In Table 1, we calculate the gap between the accuracies of
the student and teacher model, we note that the gap is negative when the student model outperforms
the teacher model. We can observe that with our carefully designed method, the student model
performance is highly close to the teacher model, with an average accuracy gap of 0.23. Another
surprising phenomenon is that sometimes the student model even shows slightly stronger perfor-
mance than the teacher model. We conjecture the cause of it may be that our knowledge distillation
method cooperates well with purely supervised learning.

Table 1: Performance gap between teacher and student model. Experiments are implemented on
CIFAR-100, with teacher and student in homogenous architecture. Top-1 accuracy as the evaluation
metric. Note that when student model outperforms the teacher model, the gap is negative. The
model architecture follows Table 3 in the main paper.

Teacher 72.34 74.31 79.42 75.61 75.61 74.64 75.32 (Avg)
Student (Ours) 72.19 74.11 77.08 76.63 75.35 75.18 75.09 (Avg)

Gap 0.15 0.20 2.34 -1.02 0.26 - 0.54 0.23 (Avg)

Combination with White-box Methods Besides serving as a black-box knowledge distillation
method, our method can also be combined with existing white-box methods when the teacher model
is accessible. In Table 2, we integrate our method with existing white-box methods and show the
corresponding results. Our method brings about obvious improvements to RKD Park et al. (2019)
(71.73 to 75.32) and steadily pushes ReviewKD Chen et al. (2021), a readily strong white-box
method, to a higher level.
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Table 2: Combination with White-box Methods. Experiments are implemented on CIFAR-100,
with teacher and student in homogenous architecture. Top-1 accuracy as the evaluation metric. The
model architecture follows Table 3 in the main paper.

RKD Park et al. (2019) 69.61 71.82 71.90 73.35 72.22 71.48 71.73 (Avg)
+ Ours 72.34 74.01 77.38 76.89 75.30 75.90 75.32 (Avg)

ReviewKD Chen et al. (2021) 71.89 73.89 75.63 76.12 75.09 74.84 74.58 (Avg)
+ Ours 72.83 74.52 78.01 77.54 76.21 75.69 75.80 (Avg)

4 MORE VISUALIZATION RESULTS

Input correlation In our method, we enforce the student model to absorb the input correlation
knowledge from the teacher model. Here, we visualize the distance between the input correlation
matrices of the teacher and student model. The diagonal values are removed for a clearer demon-
stration. We take ResNet32x4 as the teacher model and ResNet8x4 as the student model and train
them on CIFAR-100 Krizhevsky et al. (2009). We calculate the distance on a batch of data with a
batch size of 64. As shown in Figure 4, in our method, the student model learns input correlation
knowledge from the teacher model better.

Category Correlation Similarly, the student model mimics the category correlation from the
teacher model. We visualize the distance of the category correlation matrix between the teacher and
student model. The diagonal values are removed for a clearer demonstration. We take ResNet32x4
as the teacher model and ResNet8x4 as the student model and train them on CIFAR-100 Krizhevsky
et al. (2009). We can see from Figure 2(b) that when compared with the vanilla KD Hinton et al.
(2015) method (Figure 2(a)), our method reduces the distance of category correlation matrices ef-
fectively.
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(a) KD Hinton et al. (2015)

0 10 20 30 40 50 60

0

10

20

30

40

50

60

0.0

0.2

0.4

0.6

0.8

1.0
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Figure 1: Distance of the input correlation matrix between the teacher and student model. We take
ResNet32x4 as the teacher model and ResNet8x4 as the student model and train them on CIFAR-
100. We calculate the input correlation matrix on a batch of data with a batch size of 64.
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(a) KD Hinton et al. (2015)

0 20 40 60 80

0

20

40

60

80

0

2

4

6

8

10

(b) Ours

Figure 2: Distance of the category correlation matrix between the teacher and student model.
We take ResNet32x4 as the teacher model and ResNet8x4 as the student model and train them on
CIFAR-100.
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