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Many Local Optima with Similar Latent Structure

What Is The Essential Geometry of Sequence Optimization?Background

What Makes A Good Benchmark?

Types of Test Functions for 
Sequence Optimization

• Database lookups 
Requires brute force enumeration, $$
$, hard to verify 
Example: TF DNA Binding [1] 

• Empirical function approximation 
Inaccurate far from data, hard to 
define a good trust region 
Example: TAPE fluorescence [2] 

• Physics-based simulations 
Difficult to use, slow, and poorly 
characterized solutions 
Example: G simulations [3] 

• Closed-form functions 
Tend to be too easy and simplistic 
Example: beta sheet motif count [4]
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Testing AI molecule 
design systems end-to-
end is hard.


Experimental feedback is 
slow, we need something 
faster for development.


Simulating experimental 
feedback is very hard, if 
you’ve solved that you’ve 
almost solved the whole 
problem.


Instead of simulating 
experiments, what if we 
defined a closed-form 
problem with the same 
structure?


Summary

Paper Code

Easy to Install, Fast to Evaluate
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Ehrlich Functions Have Tunable Difficulty

A. Low barriers to entry 
Should be inexpensive and easy to 
use. 

B. Well-characterized solutions 
Should be very clear when the 
benchmark is “solved”. 

C. Non-trivial difficulty 
Should be hard to solve with a naïve 
baseline. 

D. Similarity to real applications 
Should have similar problem 
structure.

Explore hyperparameter tradeoffs more 
systematically. Faster test functions -> more 
experiments.

Minimal Code Example

Installation

200B test function calls? No problem!

Feasible sequence space is sparse Non-additive, position-dependent sensitivity

Feasibility

constraint:

Motif

satisfaction:

Ehrlich Function:


