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Abstract

Adam has become one of the most favored optimizers in deep learning problems.
Despite its success in practice, numerous mysteries persist regarding its theoretical
understanding. In this paper, we study the implicit bias of Adam in linear logistic
regression. Specifically, we show that when the training data are linearly separable,
the iterates of Adam converge towards a linear classifier that achieves the maximum
{~.-margin in direction. Notably, for a general class of diminishing learning rates,
this convergence occurs within polynomial time. Our result shed light on the
difference between Adam and (stochastic) gradient descent from a theoretical
perspective.

1 Introduction

Adam [235]] is one of the most widely used optimization algorithms in deep learning. By entry-wisely
adjusting the learning rate based on the magnitude of historical gradients, Adam has proven to be
highly efficient in solving optimization tasks in machine learning. However, despite the remarkable
empirical success of Adam, current theoretical understandings of Adam cannot fully explain its
fundamental difference compared with other optimization algorithms.

It has been recently pointed out that the implicit bias [32, 40, |21]] of an optimization algorithm is es-
sential in understanding the performance of the algorithm in machine learning. In over-parameterized
learning tasks where the training objective function may have infinitely many solutions, the implicit
bias of an optimization algorithm characterizes how the algorithm prioritizes converging towards a
specific optimum with particular structures and properties. Several recent works studied the implicit
bias of Adam and other adaptive gradient methods. Specifically, [35] studied the implicit bias
of AdaGrad, and showed that AdaGrad converges to a direction that can be characterized as the
solution of a quadratic optimization problem related to the limit of preconditioners. However, their
results cannot be extended to Adam. [45] showed that gradient descent with momentum (GDM)
and its adaptive variants have the same implicit bias with gradient descent. This result is extended
to the setting of training homogeneous models in [44]]. However, the results in [45] 44] reply on a
nonnegligible stability constant — when the gradient entries are minimized below the stability constant
(which is by default 10~ in Adam), adaptive gradient methods will essentially behave like gradient
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descent. Therefore, it remains an open question how Adam will behave under the more practical
regime where stability constant is negligible.

We note that there exist several recent works studying variants of Adam without the stability constant.
First of all, sign gradient descent, which can be regarded as Adam without momentum or stability
constant, is usually considered a proxy of Adam in theoretical studies due to its ease of analysis. [14]]
studied the implicit bias of steepest descent with respect to different potentials and norms covering
a variant of sign gradient descent, and demonstrated that sign gradient descent converges to the
maximum ¢,.-margin solution. However, this result for sign gradient descent cannot cover Adam, as
the momentum terms in the update of Adam are crucial. Besides, a more recent work [S0] studied
the implicit bias of AdamW without considering the stability constant. They showed that, if the
iterates of AdamW converge, then the limiting point must be a KKT point of an optimization problem
with /., constraints. However, the analysis of AdamW in [50]] relies on a non-zero regularization
parameter, and therefore cannot be extended to the study of Adam.

In this paper, we investigate the implicit bias of Adam. Specifically, let {(x;,v;)}"; C R? x {£1}
be a training data set of a binary classification problem. We consider using Adam to train a linear
model to minimize the empirical logistic loss (or exponential loss). Then our main results can be
summarized as the following informal theorem:

Theorem 1.1 (Simplified version of Theorem{4.5). Let {n;}2,, {w:}:2, be the sequence of learning
rates and iterates of Adam respectively. Suppose that the data set {(x;, y;)}"_; is linearly separable,
and that lim;_, n; = 0, Z;’io 1; = oo. Then under certain conditions, it holds that
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where 7 1= max|w| . <1 Minje[n) (W, y; - X;) is the maximum /..-margin on the training data set.
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Theorem shows that, for a general class of learning rate schedules, Adam will eventually achieve
the maximum /,-margin on the training data set.

* We demonstrate the implicit bias of Adam for solving linear logistic regression with linearly
separable data. Specifically, we prove that Adam has an implicit bias towards a maximum £-
margin solution when solving linear classification problems. Our result distinguishes Adam from
(stochastic) gradient descent with/without momentum, whose implicit bias is towards the maximum
{5-margin solution.

* Our analysis of Adam covers a broad range of diminishing learning rate schedules. For 7, = ©(¢~%)
with a € (0, 1], our result demonstrates the following convergence rate:

o(t=/?), if a < 2/3;
. AWy Xg) O(t_1/3logt), ifa=2/3;
min ~—————" — | <
icln]  ||Welloo o', if2/3 <a<1;

O(1/logt), ifa=1.

Notably, when a < 1, the above rates indicate that the convergence towards the maximum £-
margin occurs in polynomial time. This further differentiates Adam from (stochastic) gradient
descent with/without momentum in terms of the convergence speed.
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* QOur result focuses on a particularly challenging setting where we ignore the “stability constant €
in the Adam algorithm. In practice, the stability constant is by default set as ¢ = 108, which is
almost negligible throughout the optimization process. Therefore, by covering the setting without
the stability constant, our theory matches the practical setting better. We demonstrate by simulation
that our theory can also correctly characterize the implicit bias of Adam with the stability constant.

Notation. Given two sequences {x,} and {y, }, we denote x,, = O(yy,) if there exist some absolute
constant C; > Oand N > 0 such that |x,,| < C4ly,| foralln > N. Similarly, we denote x,, = Q(y,,)



if there exist C; > 0 and N > 0 such that |z, | > Csly,| for all n > N. We say z,, = O(y,,) if

2y = O(yy) and z,, = Q(y,) both holds. We use O(-), (-), and O(-) to hide logarithmic factors
in these notations respectively. Moreover, we denote z,, = poly(y,) if z, = O(y2) for some
positive constant D, and x,, = polylog(y,) if , = poly(log(y,)). For two scalars a and b, we
denote a V b = max{a, b} and a A b = min{a,b}. For any n € N, we use [n] to denote the set
{1,2,--- ,n}. For any scalar ¢ € R, [c] denotes the smallest integer larger or equal to ¢ and |c|
denotes the largest integer smaller or equal to c. For a vector a € RY, a[k] denote its k-th entry.
Finally, e; € R™ denotes the i-th basis vector in R™.

2 Additional Related Work

Theoretical analyses of Adam and its variants. There has been a line of works studying the
properties of Adam and its variants from different aspects. [37/]] pointed out that there exists simple
convex objective functions which Adam may fail to minimize, and proposed a new variant of
Adam, the AMSGrad algorithm, which enjoys convergence guarantees in convex optimization.
[54} 10, 17, 133} 153} [18]] established optimization guarantees of Adam and its variants in non-convex
optimization. [29, [19] implemented variance reduction techniques in Adam and proposed new
variants of Adam accordingly. [47, 152} 155, 156] studied the generalization performance of Adam and
compared it with GD under different learning tasks. [27, 14,16, 3} 5] tried to explain the performance
of Adam by studying the connections between Adam and sign gradient descent. [S1] explored the
optimization trajectories of Adam from the /., geometry.

Implicit bias. Classic results [40, [21] demonstrated the iterates of GD will converge to the maximum
£5-margin solution in direction on linear logistic regression with linear separable datasets. [31]]
extended this result under stochastic settings. [[14] explored the implicit bias of a general class of
optimization methods, containing mirror descent and steepest descent. [23|] proposed a primal-dual
analysis and derived a faster convergence rate with a larger learning rate compared to [40} 21]]. [48]
explored the implicit bias of gradient descent at the *edge of stability’ regime, where the learning
rate can be an arbitrarily large constant. [30} 22]] showed that g-homogeneous neural network trained
by GD will converge to a KKT point of maximum ¢s-margin optimization problem. [8] established
an implicit bias type result for the Lion [9] algorithm in its continuous-time form. There also
exist numerous works studying the implicit bias for different problem setting, including matrix
factorization models [[16, 28} 2 136]], squared loss models [38} 1}, 24]], weight normalization and batch
normalization [49,[7], deep linear neural networks [15} 20]], two-layer neural networks [[11} 134,13}
42,1431 26].

3 Problem Settings

We consider binary linear classification problems. Specifically, given n training data points
{(xi,9:)}; where x; € R? and y; € {+1,—1}, we aim to find a coefficient vector w which
minimizes the following empirical loss

n
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where ¢({w,y; - X;)) is the loss function value on the data point (x;, y;). In this paper, we consider
0 € {liog, Lexp }, Where 15 (2) = log(1 + e~ 7) is the logistic loss function and ey (2) = e~ 7 is the
exponential loss function. We consider using Adam to minimize (3:1)). Denotingm_; =v_; =0 €
R? and starting with initialization wo, Adam applies the following iterative formulas:

m; = fim;_y + (1= B1) - VR(wy), (3.2)
vi = Bavi1 + (1 — B2) - VR(wy)?, (3.3)

m
v (34)
t

where (31, 32 € [0, 1) are the hyperparameters of Adam, and the square (-)?, square root (1/~) and
division (—) above all denote entry-wise calculations.
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Note that in practice, it is common to consider the variant w;; = Wy —n; ﬁ, where an additional

term € ~ 10~% is added in (3.4) to improve stability. However, in our analysis, we do not consider
such a term €. This is because in practice, one seldom run Adam until v, is around the same level as
€. However, by the nature of implicit bias, the result needs to cover infinitely many iterations, and the
additional term e will eventually significantly affect the result. In fact, a recent work [45]] showed that
when one considers such an additional € term, Adam will be asymptotically equivalent to gradient
descent. In comparison, in this paper, we will show that when ignoring ¢, Adam has a unique implicit
bias that is different from gradient descent.

4 Main Results

In this section, we present our main result on the implicit bias of Adam in linear classification
problems. We first introduce several assumptions.

Assumption 4.1. There exists w € R? such that (w, y; - x;) > 0 for all i € [n].

Assumption @is a standard assumption in the study of implicit bias of linear models [40} 14} 3121}
2311451 [48]]. It can be easily satisfied in the over-parameterized setting where d > n. With the linear
separability assumption, we can further define the maximum ¢,,-margin:

Y= max min(w,y; - X;). “.1)
I\Wllooélié[n]< )

We also make the following assumption on the initialization wy.
Assumption 4.2. The initialization w of Adam satisfies that for all k € [d], VR (wo)[k]? > p.

Assumption 4.2] ensures that at every finite iteration, the entries of v, are strictly positive. We
remark that this is a mild assumption: if x;, i € [n] are generated from a continuous, non-degenerate
distribution, then regardless of the choice of wy, VR (wyg)[k] # 0 with probability 1. Moreover, p
will only appear in our results in the form of log(1/p), and therefore, even if p is small, it will not
significantly hurt the convergence rates. A similar assumption has also been considered in [50].

Assumption 4.3. {n;}2, are decreasing in ¢, and satisfy > ;o 7 = 00, limy_,o0 ¢ = 0.

Assumptionis a mild and standard assumption of the learning rates {»; }$2, that is commonly
considered in the general optimization literature. It has also been considered in recent studies of
Adam and its variants [12, 19, 50].

Assumption 4.4. Forall 8 € (0,1) and ¢; > 0, there exist t; € N and ¢y > 0 that only depend on
3, c1, such that Zi:o BT (ecl PR M 1) < comy forall t > 1.

Although Assumption [f.4] seems non-trivial, we claim it is a fairly mild assumption. In fact, for
both small fixed learning rate 1, = 7, and decay learning rate 7, = (¢t + 2)~% with a € (0, 1],
Assumption [4.4]always hold. We formally prove this result in Lemma [C.T]in the appendix.

Now, we state our main theorem about the implicit bias about Adam as follows.

Theorem 4.5. Let {w,}72, be the iterates of Adam in (3.2)-(3.4) with 8; < 3. In addition, let v

be defined in @.1) and B := max;c[y [|X;||1. Then under Assumptions and there

exists tg = to(n,d, 81, B2,7, B, p, wo) such that
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where we use O(+) to omit factors that only depend on 31, 82,7, B.

Theorem @] implies that Adam can minimize the loss function to zero, and that the normalized
{-margin achieved by Adam will eventually converge to the maximum ¢.,-margin of the training
data set. To address general learning rate schedules, we do not specify a particular convergence
rate for either the loss or the margin, nor do we provide an exact formula for to. However, it can
be easily verified that R(w;) < O(e’“l_a/“(l*“)) when 7, = (¢t +2)~* with a < 1. This loss
convergence rate of Adam is much faster than that of (stochastic) gradient descent (with momentum)
given a fixed small learning rate, which is of order O(1/t) [40l 31, 145]]. In addition, we have
to = p01Y[n7 d7 (1 - 51)717 (1 - BQ)ila ’7717 Bv 1Og(1/p)a R(WO)] when e = (t+2)7a witha < 1’
and we defer the derivation details to Appendix [B.2} Regarding margin convergence, we will give a
set of detailed convergence rate results for different learning rate schedules in Corollary

According to Theorem 4.5} the nature of Adam is vastly different from (stochastic) gradient descent
from the perspective of implicit bias: Adam maximizes the /.,-margin, while existing works have
demonstrated that (stochastic) gradient descent maximizes the £o-margin [40,[31,21]. Compared with
existing works on the implicit bias of adaptive gradient methods [35 145} |50]], our result demonstrates
a novel type of implicit bias with accurate convergence rates, which can not been covered in the
previous results. Notably, [45] showed that, if a stability constant € is added, i.e., @I) is replaced
by w1 = wy — Wtﬁ, then Adam will eventually be equivalent to gradient descent and will

converge to the maximum /s-margin solution. However, the analysis in [45]] relies on a positive e:
their proof is based the fact that after a large number of iterations, the entries of v; will eventually be
much smaller than e, and the update of Adam will be similar to gradient descent with momentum. In
our analysis, we are able to cover the setting where € = 0, and our result demonstrates that studying
the setting without € is essential, as the implicit bias is completely different. In Section[5] we will
demonstrate by experiments that our setting matches the practical observations better.

As we have discussed, Theorem [4.5]implies the convergence of the normalized £, -margin of Adam
iterates towards the maximum /¢,,-margin. Since the results cover very general learning rates, the
convergence rates are presented in rather complicated formats. However, based on the assumption
that Y2 m = 00, limy_,c 7 = 0, we can immediately conclude the following simplified result by
the Stolz—Cesaro theorem (see Theorem [C.8§]in the appendix).

Corollary 4.6. Under the same conditions in Theorem 4.5} it holds that

: (Wt Y Xa) .
lim min ~——————* = max min{w,y; - X;).
t=ooieln]  [|[Willoo [wiloo <1 i€[n]
If there exists a unique maximum £ -margin solution W* = argmax |y <1 Mine[n) (W, X;), then

we have lim;_, o ﬁ =w*.

We can also investigate the convergence rates of the /,-margin with specific learning rates. The
results are summarized in the following Corollary.

Corollary 4.7. Consider 1, = (t + 2)~® with a € (0, 1]. Denote by w™® and w° the iterates
of Adam for ¢ = ley, and £ = {,, respectively. Suppose that 5; < 35 and Adam starts with
initialization wo. Let B := max;e[,) ||X;]/1. Then under Assumptions [4.1] and there exists
to = to(n,d, 1, B2,7, B, p, wq) such that for all ¢ > t;, the following results hold:
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Corollary 4. 7|comprehensively presents the convergence rate of the ¢,,-margin for different learning
rates. It also indicates that the margin convergence rates for {ex, and £}, are of the same order
of t. Notably, for a < 1, the normalized /..-margin converges in polynomial time. This clearly
distinguishes Adam from (stochastic) gradient descent with/without momentum, for which the
normalized /5-margin converges at a speed O(1/ logt) [40, 20, [43]. We note that a recent work [46]]
proposed a novel algorithm named progressive rescaling gradient descent that can maximize the
margin at an exponential rate. Here our focus is different from [46]: our purpose is not to propose
new algorithms to achieve better convergence rates, but is to theoretically study the properties of
the classic Adam algorithm. We would also like to remark that, although Corollary seemingly
indicates that n, = (¢ + 2)*2/ 3 is the learning rate schedule with the fastest convergence rate, it does
not mean that 1, = (¢ + 2)~2/3 always converge faster than the other learning rate schedules in all
learning tasks. The bounds in Corollary|4.7|are derived under the worst cases, and in practice, we can
frequently observe that the margins all converge faster than the bounds in the corollary.

5 Experiments

In this section, we conduct numerical experiments to verify our theoretical conclusions. We set the
sample size n = 50, and dimension d = 50. Then the data set {(x;, y;)} are generated as follows:

1. x;, i € [n] are independently generated from N (0, I).
2. y;, © € [n] are independently generated from as +1 or —1 with equal probability.

Note that for data sets generated following the procedure above, Assumption [.Talmost surely holds.
We can also apply standard convex optimization to calculate the maximum ¢.,-margin . In order to
make a clearer comparison between Adam and GD, we generate 10 independent sets of data, and we
select the dataset with the most significant difference in the directions of the maximum ¢5-margin
solution and maximum ¢.-margin solution. We then run the experiments on this selected data set.
Throughout our experiments, for gradient descent with momentum, we set the momentum parameter
as f1 = 0.9, and for Adam, we set 5; = 0.9, 82 = 0.99. All these hyper-parameter setups are
common in practice. All optimization algorithms are initialized with standard Gaussian distribution,
and are run for 10° iterations.

We first run GD, GDM, Adam without the stability constant, and Adam with stability constant
€ = 1078 to train a linear model minimizing the logistic loss, and compare their normalized /-
margin and normalized {»-margin. The results are given in Figure[T] We can see that the normalized
{oo-margins of Adam, both with and without €, converge to the maximum ¢,-margin, whereas the
normalized ¢,-margins of GD and GDM do not. In contrast, the normalized ¢/5-margins of GD and
GDM converge to the maximum ¢5-margin, while the 5-margins of Adam, both with and without
€, do not. By comparing the curves of Adam with and without €, we find that they behave similarly
and their convergence remains highly stable. This justifies our theoretical setting where we ignore
the stability constant in Adam, and demonstrate that our maximum /¢,-margin implicit bias result



derived without e characterizes the practical behaviour of Adam more accurately compared with the
maximum /5-margin result for Adam with € in [45]].

We also run a set of experiments to demonstrate the polynomial time convergence rate of the /-
margin. We run experiments on Adam with learning rates n, = ©(t~*) for a € {0.3,0.5,0.7,1},
and report the log-log plots in Figure 2] where we perform the experiments for Adam with/without
the stability constant separately. In the log-log plot, we observe that after a certain number of
iterations, curves for a < 1 almost appear as straight lines, suggesting that the normalized ¢.,-margin
converges in polynomial time for a < 1, while the curve for a = 1 exhibits logarithmic behavior,
indicating the normalized {..-margin converges logarithmically in ¢ for ¢ = 1. Similarly to the
previous observations, there is still no significant distinction between Adam with and without e,
further demonstrating that our theoretical setting, which disregards ¢, is reasonable. We also note that
in Figure the margin achieved by Adam with n; = ©(¢~°-3) converges the fastest. However, as we
have commented in Section[d] different learning rate schedules may perform differently on different
data sets, and it is not necessarily true that 7, = ©(¢~%-3) is always the best learning rate schedule.
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Figure 1: Normalized /., -margins and ¢/5-margins achieved by GD, GDM, and Adam with/without
the stability constant € during training. (a) gives the results of normalized /.,-margins, while (b)
shows the results of normalized ¢5-margins.
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Figure 2: Log-log plots of the normalized /.. -margin gaps | min;e(,) (W, ¥i - Xq) /|| W[ oo — Y| Versus
training iterations. (a) presents the results for Adam with the stability constant €, and (b) presents the
results for Adam without the stability constant e.

6 Proof Sketch for Theorem

In this section, we explain how we establish the convergence of the /.,-margin of linear models
trained by Adam, and provide the sketch proof of Theorem .3} For simplicity, here we focus on the
case £ = Loxp. The proof for £ = £}, is almost the same.



We first introduce several notations. Define

W)= =2 S lwp X)),

Then for £ € {lexp, liog }, it is clear that G(w) > 0 for all w € R?. In the following, we will show
that G(w) plays a key role in the convergence and implicit bias analysis.

Step 1. Accurate characterizations of the first and second moments. Adam algorithm is defined
based on the first and second moments m; and v, which are calculated as exponential moving
averages of the historical gradients and squared gradients respectively. A key challenge in studying
Adam is to accurately characterize each entry of m; and v, throughout training. We present the
following lemma.

Lemma 6.1. Under the same condition in Theorem 4.5} there exists 1 = ¢1 (01, B2, B) such that
(k] — (1= 877 - VR(W) k]| < emmeG(we),

Vil = 1= B [TR(w)IR]| < eov/mG(w)

forall t > t; and k € [d], where ¢,, and ¢, are constants that only depend on 1, 32 and B.

t+1 6t+1

Since 7, and all decrease to zero as t increases, Lemmaimplies that after a sufficient
number of 1terat10ns the entries of m, and v; will be close to the corresponding entries of VR (wy)
and |VR(wy;)| respectively. Notably, the term G(w;) also appears in the bounds. In fact, deriving
such bounds with the factor G(wy) is essential to enable our implicit bias analysis: when the algorithm
converges, by definition, G(w;) will also decrease to zero, which implies that the bounds with the
factor G(wy) are strictly tighter than the bounds without G(w;). Lemma is one of our key
technical contributions.

Step 2. R(w,) starts to decrease after a fixed number of iterations. Based on Lemma we can
analyze the convergence of R(w;). Specifically, we can show that, after a fixed number of iterations,
the training loss function will start to decrease. This result is summarized in the following lemma.

Lemma 6.2. Under the same condition in Theorem , there exist t; = t1 (81, B2, B) such that for
all ¢ > t1, it holds that

1
R(Wii1) < R(wWy) — nyy - (1 — 1B~ Cod - (07 + m)) - G(wy),
where C'1, C5 only depend on 4, B2, B

Note that by definition, G(w) > 0 for all w € R%. Therefore, Lemmaimplies that R(w) starts
to decrease after a fixed number of iterations, and gives a bound on the decreasing speed. We remark
that the proof of Lemma [6.2]is highly non-trivial. Although we have related m; and v, to the loss
gradient VR(wy) in Lemma the fact that w4 is updated according to the entry-wise ratio
m, //V; still introduces challenges: under our problem setting, it is entirely possible that at a certain
iteration, a certain entry of VR (w;) will exactly equal zero. In this case, the results in Lemma
can not directly lead to any conclusions about the ratio m;/ v/V¢. In our proof, we implement a
careful inequality that also takes the historical values of VR(wy) into consideration.

Step 3. Lower bound for un-normalized margin. The proof of the implicit bias towards maximum
{~-margin also relies on a tight analysis on the un-normalized margin min;e [, (W¢, y; - X;) during
training. We have the following lemma providing a lower bound on the un-normalized margin.

Lemma 6.3. Under the same condition in Theorem if there exists ¢ such that R(w;) < % for
all t > tg, then it holds that

min(wy, y; - X
iE[ﬂ](tyz Xi) WZ%

ng< > e+ Z m)

T=to T=t9 T=to

for all t > ty, where C3, Cy only depend on (31, B2, B

Note that this lower bound contains a negative term —C'sd (Zt ! 3/ * 4 ZT to 777) Under

T= t()
our (mild) assumptions on the learning rates, it is entirely possible that ZT to ni/ 27 Zicz to n? =



+o00 and thus the negative term in the lower bound may go to —co. However, we can show that
lim; 00 G(Wt)/R(w:) = 1 (in fact, for exponential loss, it is obvious that G(w;)/R(w:) = 1).
Therefore, after a fixed number of iterations, the positive term in the lower bound will dominate, and
Lemma [6.3] gives a non-trivial bound. The strength of this lemma lies in its applicability to very
general learning rates {n;}5°;.

Step 4. An upper bound of | w|| -

In Lemma[6.3] we have obtained a lower bound of the un-normalized margin. However, to show the
convergence of the {,-normalized margin, we also need to establish a tight upper bound of ||w¢ || -
We present this result in the following lemma, which is inspired by Lemma 4.2 in [50].

Lemma 6.4. Suppose that the same conditions in Theorem [{4.5/hold. There exist C, Cg that only
depend on f1, ﬁ2, B, such that the following result hold if there exists to > log(1/p) such that

R(’IUt) < W forall ¢ > to, then ||Wt||oo < ZT to Nr + CG — 0 Nr forall t > t().

Lemma gives an upper bound of ||w;||~ which mainly depends on Zt;:lto 1. Note that
Lemma [6.3| also gives a lower bound of the un-normalized margin which mainly depends on
Zt;:io 7:G(w;)/R(w.). These two lemmas will be combined to derive the convergence of the
normalized margin.

Step S. Finalizing the proof. Finally, based on the lemmas established in the previous steps, we can
prove Theorem[4.5] We also need the following utility lemma provided by [56]).

Lemma 6.5 (Lemma A.2 in [56]). For Adam iterations defined in (3.2)-(34) with 3; < /35 and let

205" then my[k] < o - /v [k] for all k € [d]

&=\ T=82)B:-52)

We are now ready to prove Theorem for the case £ = loyp.

Proof of Theorem#.3] By Lemmal6.2] there exists to = t2(d, 51, 82,7, B) such that
R(wis1) < R(wy) — % (wi) 6.1)

for all ¢ > t. Note that for £ = {cyp, by definition we have G(wy) = £ 37 | exp(—(wy, y; - x;)) =
R(wy¢). Therefore, for all t > t5, (6.T) can be re-written as

t
Nt Ity 17

R(Wig1) < (1 - %) “R(wi) SR(wy) e 2 <R(wy,) e~ 2

Although /., is not Lipschitz continuous over R, we have R(w;,) < R(wp) - e*B S e

by Lemma and triangle inequality. Letting Rg = min{=2 log 2 W} and
570

to = to(n,d, B, 02,7, B,p,wo) be the first time such that Zi" tl N, > 2aB Zt2 ! nr +
2log R(wo)—2log Ro
Y

and tg > — log p. By such definition of t(, we can derive that for all £ > to,

tg—1
’st-fto nr ’YZT‘ltz nr 723.710 nr

R(we) < R(wy,) e~ 2 ceT T 2 <Ro-e 2
which proves the bound on R(w). Since ¢ satisfies all the conditions in Lemmas [6.3] nand. by
Lemmas|[6.3][6.4]and the fact that G(w,) = R(w) for exponentlal loss, we have

<Wtay7i'xi> FYZT to?]-,—*Cg (ZT tgnT +ZT tonT) 704
Willo = S e+ Co X s

for all i € [n], where C3,C4 and Cg are constants solely depending on (1, 32 and B. Now by
definition, we have v > min; ¢, (W, yi - xi> /||Wt||so- Therefore, we have

7Cs = 0 777+03d(27— to 777 +Z7— to 777—) +Cy

. <Wt7 Yi - Xi)
min ———— — | < =
iE[7l] ||vvt||OO ZT*to Nr + CG ZT 0 Nr
to—1 3
<0<ZO o 1 HAX fo”?>,
Zr:o Nr
where the second inequality follows by the assumption that 7, — 0. This finishes the proof. O



7 Conclusion and Future Work

In this paper, we study the implicit bias of Adam under a challenging but insightful setting where the
"stability constant €" is negligible and set to zero. We demonstrate that Adam has an implicit bias
converging towards the maximum ¢.,-margin solution, and such convergence occurs in polynomials
of time for a general class of learning rates. This result further helps to understand the distinctions
between Adam and (stochastic) gradient descent with/without momentum, whose iterates will
eventually converge to the maximum ¢2-margin solution with an O(1/logt) convergence rate. This
finding aligns with the implicit bias of Adam observed in experiments, for both cases the stability
constant ¢ is zero and 10~8. We predict that similar result can be extended to homogeneous neural
networks, and we believe that this is a good future work direction. Moreover, since this paper focuses
on full-batch Adam, another feasible future work is to investigate the implicit bias of stochastic
Adam based on our results. In addition, establishing matching lower bounds for the loss and margin
convergence rates for Adam is also an interesting future work direction.
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A Proof in Section

A.1 Preliminary Lemma

It can be figured out that only the product y; -x; is concerned in (3.1)). Therefore, we define z; = y;-x;,
then (3-1) could be re-written as

= twm)

We also define Z = [z1,29, - ,%,] € R™*4 to denote our sample with i—th row is
z,, and we will use Z € R" 9 to denote the data sample instead of {(x;,v;)}, in the
following paragraphs. Then G(w) = 13" —¢'((w,z;)), and we introduce L'(w) =
[—L0((w,21)), =20 ((w,22)),- -+, — = ((W,2,))] ", which means G(w) = ||L'(w)||1. The fol-
lowing lemma reveals the relationship between the maximum margin v and VR (w;) by duality.

T

Lemma A.1. For data sample Z under Assumption and maximum /,.-margin «y as defined in

@.1), then

< min ||Z7
v < min [|Z0r],

where A, = {rjr e R",>"" | r; = 1,r; > 0} is the n dimensional simplex.

Remark A.2. Since g((““)) € A,, and VR(w;) = Z"L'(w;), we always have vG(w;) <

[[VR(w¢)||1, which is the essence for proving the convergence direction of gradient-based algorithms.
This result was also proposed in [39} 41} [14} 21} 23]].

Proof of Lemma Firstly, we introduce a definition of indicator function +(-) as

() [0ifzE B
BV T 4 ,if 2 ¢ B,

where E is any set. Let f(r) = ta, (r) and g(2) = ||z||1, then we could derive that f*(r*) =
max; e, {€;, 7*) is the dual function of f(r) and g*(2*) = ¢| .| <1 is the dual function of g(2).
Then by Fenchel-Young inequality, we have

min [ Z7r ]y = min [£(r) +9(Z77)] = max [~ f*(Zw) — g"(~w)

reR™ weRd
= max [ maxe, TZw — L||WHOC<1} = max mine, TZw = 5.
wERd i€[n] IWlloo <1 i€[n]

A.2 Proof of Lemmal6.5

We first introduce the proof of Lemmal6.5]since it will be used for further proof of other lemmas.

Proof of Lemmal6.5] By Cauchy-Schwartz inequality, we could derive an upper bound for my,[k] as

|mt[k]| = |ﬂ1mt—1[k] + (1= p51) - VR(Wt)[kH < Zﬂf(l - f1) - |VR(Wt—T)[k]|

7=0

—Z\/ﬁz m | VR(wi—r ) [K]|

< (Zﬁ%(l — Ba) - VR(wt_»[kP)é(i M)%
< an/vy[k].
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The last inequality is from

ik =D B3(1=Bs) - VR(wi)[K]?,

7=0
and
BiT(1=B1)* _ (1=5)? 8t Ba(1 = B1)? 2
TZO F1-B) = 15, Z(ﬁz) =) -8
This finishes the proof. O

A.3 Proof of Lemma|6.1]

Proof of Lemmal[6.1] Let a = (152(21)(75[?) be defined in Lemma For my[k], it could be
rewritten as
t
k=) B1(1=p1) VR(we)[k]
7=0

t

= (1= B - VR [E] + D21~ BT - (VR(we—o)[k] — VR(w)[K]).

7=0

Therefore the difference between my[k] and (1 — 3it1) - VR (w;)[k] can be bounded as

my[k] — (1 — ) - VR(wy)| ‘

zt: 1= B0)B7 - (TR(wi—) K] - VR(Wt)[kD‘

(1= 808 (23 (v vm)) — (w2 >>}oz4k1)\

=0 i=1

< Z 16061 (- zw () [pm ) )

<(1- @)BZ@(; S 10wz (eaBzzemw 1)
=0 i=1

< (1= pB1)Beant - G(wi) = e - G(We).

The second inequality holds since |z;[k]| < ||z;||1 < B, and for both £ € {lexp, f10g }, We have

U((Wi—r,2i))
U((we,zi))

by Lemmaand Lem The last inequality holds since Ztr:o BT (eaB 2 Mt 1) <

comy by our Assumption (4.4l Similarly for v;[k], we also have

_ 1‘ < elwimwe el ) < glwew el | < @B D me

vilk] = (1= B5"1) - VR(wy) [k]?

= |30 B2)85 - (TR(wi—) K] = VR(wo) [k

=[S Z (Wi 2)) ((Wi—r,2;)) — (Wi 2 >>e’<<wt,zj>>]~zi[/«1zjm)\

1

3
Il

o
-
&,
I

(Wir,2i) )0 ((Wi—r,25))

(Wi, 20))0'((wi, 2;))

INA
]
—
®
X
/\
3‘,_.
10

[0 ((we,2:))| €' ((we, z;) |‘

1|2l 5[]
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n

z |€/(<thzi>)||£l(<Wt,Zj>)’) (eQO‘BZ:':l Ne—r! _ 1)

ij=1

t
1
<3(1- B>y 87 (=
7=0
< 3(1— Bo)BPcomy - G(w)? = come - G(wy)*.

Similarly, the second inequality holds since |z;[k]||z;[k]| < ||zi||1]|z;][1 < B2, and for both ¢ €
{Eexpa élog}, we have

U ((Wi—r,2:)) 0 ((We—r,2;))
U ((wi, 2i) )0 ((We,2;))

< (euwt—wtmzm _ 1) + <e|<wt—wt7mzj>| _ 1) + (euwt—wtmzwzjn _ 1)

< (enwﬁwHuwnzi-lh _ 1) + (enwﬁanmnzg-ul _ 1) + (e|\wﬁwHuw|\zi+zju1 _ 1)

S 3(620‘3 Z:/:l Ne—rt _ 1)

-1

by Lemmaand Lemma The last inequality holds since Zi:o B3 (620‘3 2 Mot 1) <

com: by our Assumption Now, it remains to show the upper bound for |/v;[k] — /1 — g5 -
|VR(w¢)[k]|. Notice that both v¢[k] and (1 — B5") - VR(w)[k]? are positive and for two positive
numbers a and b, [a? — b%| = |a — b||a + b| > |a — b|?, therefore we finally conclude that,

VAR = /1= 857 [TR(wo)IH]|| < eov/i - Glwo).

This finishes the proof. O

A.4 Proof of Lemmal6.2]

Before we prove Lemmal6.2} we first introduce and prove Lemma[A3] which will be used for proving
Lemmal6.2]

Lemma A.3. Under the same condition in Theorem there exists t; = t1(51, B2,7), such that
when t > ¢4, we have

t4+1

1 *1 §+1 . HVR(Wt)Hl

m;

(oo

)~ e <

6¢,

+\/1d (
— P2 \/l_ﬁéﬂ

Vi Bemme) - G(we), (A1)

where ¢,,, and ¢, are both constants which only depend on 31, 83 and B.

Proof of Lemma[A3] By Lemma we could re-write my[k] and /v k| as
mt[k] = (1 — i+1) . VR(Wt)[k} + Cm Mt * g(Wt) . Gt,m,ky

and

\/Vt[k] =1/ 1— §+1 . IVR(Wt)[k” + Cv\/”ﬁ : g(wt) c €tk > 07

where €, ,, 1, and €, ,, 1, are just some error terms with |€; ,, k|, €40k
inner-product (VR (w;), Sa=) for each iteration as

Nazs
d
myk]  VR(w)[k]
1+;th”k]' ( vilk] IVR<wt>[k]|> '

< 1. Then we can calculate the

m;

) ,7Vt

(TR(wi), L) = HVR(wt)

()
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Moreover, we let

B my k]  VR(wy)[k]
Sk = VR(Wi)lk] ( il |VR<Wt>VfH)

_ ( (1= 8171 - VR(Wo)[K] + comtle - G(We) - €,m. VR(w¢)[k] )
ST B [VRW K| + oy - Gwi) - e |V ROV
and consider to separate &;  into two complementary parts. The first part is & 14, ,, where
A = {\/1 — 5“ . ’VR(wt)[kH > 2¢o\/M; - G(Wy) - |€t,v,k|}- While another part is ft_,k]lA;k,
where Af; = {1/1 — By | VR(W)[K]| < 2c0y/T - G(wy) - |et,v’k|}. By such separation, we

have

(*)] =

o T Eerlag, | <

We calculate it part by part. For the first part | Y0 _ | & x14, , |,
3 d ‘1 — Bttt — /1 - ;“] | VRw) K] + (cmm +c1,\/m) - G(wy) - [VR(w) k]|
& (V1= 857 [ VRW K] + eoy/ - Gwe) et - [TR(wo) K]

d ‘ _ gt \/7‘ IVR(w) k]| + (cmm+cv\/ﬁ) (we) - [VR(we)[K]|”
<% B A VR

t+1 2d
+ (e + cv\/m) G(wi).  (A2)

1 /1 _ §+1
The first inequality is derived by triangle inequality and |€; p, x|, |€¢,0.x| < 1. The second inequality

holds since /1 — S5 [VR(wy) [K]| + co/Te - G(We) - €r0 > 31/1 — 851+ |[VR(w,)[k]| when
14,, = 1. And the last inequality is simply due to an arithmetic result that

‘ 1 /1 ﬁtﬂ‘ < ‘1_ /1_ t+1‘+ﬁt+1 /1 14 B4 gt <251t#-

, we use the property /v¢[k] > /T — Bz - |[VR(wy)[k]| to

]lAt,k

d
> &rla,,
k=1

HVR (wy)

— 1 t+1

Then for another part | Zk:l Eerlac,
derive an upper bound as

d
[VR(W)[E]| + cme - G(we)
S;]VR(Wt)[kH~< =5 ORI +1>]1A;k

Vi + cmnt) “R(wt). (A.3)

< d ( 4c,
= VI—=5, \/1 — gLt

The first inequality is derived by triangle inequality and |€; ,,, 1| < 1. The second inequality holds
since | VR (w,)[k]| < \/%\/ﬁ G(w¢) when 14, = 1. Combining the results of (A.2),(A.3)

and Lemma|C.2] we finally p21rove finish the proof. O
Now, we are ready to prove Lemmal(6.2]
Proof of Lemmal6.2] We upper bound R (wy1) for ¢ > t; by second-order Taylor expansion as

R(Wit1) = R(wy) + <VR(Wt)aWt+l - Wt> + %(Wt-i-l - Wt)TVQR(Wt + ((Wig1 — W) (W1 — wy)

17



= Rlwe) = <VR(Wt)’nt%> + %(Wt \r/n%)Tv2R(Wt +C(Wip1 —wy)) (nt%)
41
< R(wy) — m(l —4 1_1?1) : HVR(W:&)Hl

d 6c 202 B?
i (= v + Bemms) - Gwi) + P52 max {G(wi), G(wis) |
i+l 3 6¢,d
< Riw) < ey (14 lltﬂ>-ﬂw0+nf¢( TR
o2 1—62 1_62
22 _ aBng
5 (*Be 3¢ d _
i (g +M) Glws).
The first inequality is from Lemma and for the vector 2L,
m; \ Ty my % H 2 2
R(w) (22 z 2 A7 < a2B?-
() vRm( ) <5 e (o el < o g

by Lemma and Lemma and Q(wt + C(Wip1 — wy)) < max {G(wy), g(wt“ifrom

convexity of G(w). The last inequality is from % < B < e@Bmo by Lemma |C.5|and
YG(w¢) < [[VR(wy)|1 by LemmalA:1] O
A.5 Proof of Lemmal6.3]

Proof of Lemma[6.3] By Lemma[6.2]and Lemma[C.2], we have

Gg(w 3 G(w
R((th + (C’wntﬁiﬂ + 12 Cad + nngd) . t)>

G(we)
R(wi) )
<82 oxp (4 meé& + Cod (Zm+z 2) + C””“’\% ).

T=to T=to T=to
(A4)

R(wWii1) < R(wy) - (1 — N -

< R(wi) - exp (*77726 + CiymBy* + Cad - (f + 77?))

for all ¢ > to. By Lemma[C.4] we can derive that (wy,z;) > 0 for all i € [n] and t > to. Then
we have e~ mimsetn (vem) < 2l maxie,) £((wh, 2:)) < s R(wy) by LemmalC.3} Plugging this
result into (A-4) and taking log on both sides, we finish the proof for Lemmal6.3]

A.6 Proof of Lemma
Before we prove Lemma[6.4] we first present and prove Lemma[A 4] which will be used for proving
Lemma

Lemma A.4. For Adam iterations defined in (3.2)-(3:4) with 31 < s, for any to € N4, t > t, and
all k € [d],

t—1
[wilk] = weo k]| < (D n-)-
T=1o
By — B ey, BT ny (B2 — B1)(L = B1) = " 1_11217;3?0 = e i )
1 0 log(v. [k
( TRy, 14 T; S, og(v-[k)
(A.5)

18
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Proof of Lemma If we consider implementing the Cauchy-Schwartz inequality on the sum of

the iterations, we can get,

t—1

_ m. [k]
ol == 2 e vm’
- ti Z:[k}( Tt my [k +TZ%61 (1-B1) - VR(w,— T)[k])l
S{t_l V?[Tk]( f—t0+1mt0 1k +thoﬂl (1-B1)  VR(wW,_)[k ]2”

T

T/'=0

t
t—1 T—tg 1
|:Z777'(ﬁ7— t0+1+ Zﬂl 1—51)):|
T=to
1

Nl

t— T—to L t-1
T T—to ﬂ T—T1’ B B T—7/— k
:li"zt:o (V?[kj] 1 K +1mto 1 Z ‘rﬁl 1_ LY [ ] VT[2]€‘], 1[ ]):| (727;0777>
()
(A.6)

The inequality is by Cauchy-Schwartz inequality and the second equality is from

(1 - 52) : VR(err’)[k’]z = Vi [k] - ﬁQva‘f"fl[kla
and
t—1 t—1
>, 777'( AR Z BT 1—51)) = Zm( R t"“) an-
T=to /=0 T=tg T=to
For the first part (*) defined in (A.6), we could re-arrange it as,
t—1
( ) = Z vm[—k} IitOJrlmto*l[k]
T=tog
- VK] = BoB] v, 1 [K] + (B1 — B2) ST BT v, [k]
(1 — T 0 /=11 T—T
+ 2 mli=f) (= GavrlH]
t—1
r_gr—to _ B(1—5) 1—51
ngt:()Vk t(ﬂl 1= 7, )Vtol th:o
(1 = 51)(Br — B2) L r—lVT - [K]
ST R
— B & (1—61)(B1— B2) — r _1VT - k]
— B2 722;0 "t 1- 52 th:o TZ:I - [k]
t—1 t—1 t—1 7t
_ B2 — P (1 =B1)(B2— ) ! 771"7 r[k]
_Tzzh)nT+1*52 ;JT]T 1— B2 th“,zl ~[k]
_ § B2 — P — _ T—lVT 7-/
= e+ 3 Z (1—-p1) Z B
T=to 2 T=to
_§ e ) S T—to = -1 = 7——1V-rr ]
= 777+17ﬂ2z777 BIO+(1-pB1)> B 1-p) Y B 05
T=tgo T=tgo T/=1 T/=1
-1 t—1 T—t
_ B2 — B r—to B Y r iy Voo K]
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Er Rl B

T=to T=to
1_ T—to
5 5 S g s (B2 Aol S e S 47 log(va K]~ og(ve o 4]
T=to 2 'r*tg 2 T=tg /=1
61 T—1o
—tho — Z;Um :
_ 1— t—1 1— T—to
+ (B2 151_)(52 51)<Z7771_ﬂ110g v [k 2777261 “Hog (Ve [k])>
T=to T=to
-1 -1
Tt =77’ B2 — B T—to
77;)7774' 1275217;%7]7 1 ‘
. 1— t—1 1_ T—to
L ($ ) § o i)
T=to T=to T*=tg
t—1 t—1
_ B2 — B T—to
_;)n‘l"" 1_ﬂ2 ‘Z;On‘r 1
f BB (s 1B 1 S
P 2 - 5 ek 52
T=tg T*=1g T=T7*41
t—1 t—1
_ B2 — B T—to
—‘;150777'4' 1_52 ;}nr 1
(BB =) 5= (, L= N~
+ T > (777' Z e B )10g(vf[k])~ (A7)
T=to
Plugging (A7) into (A6), then we derive the result of @ O

Now we are ready to prove Lemma [6.4]

Proof of Lemma Considering the last two terms on the RHS of (A7), for the second term, we
can upper-bound it as,

Bo—B1 = rete . To(B2— B1)
D DL e T ATCR AL

since 7;_is decreasing. Let C5 = ¢2 in statement of Lemma Then for the third term, by
Lemma and our condition R(w) < ——L _ wehave

T=tg

= VB2+Csno
vilk] < VR(wW)[k]* + cime - G(wi)? < (B? + Csmo) - R(wy)? < 1
for all k € [d], which implies that log(v¢[k]) < O for all ¢ > ¢;. On the other hand,
log(ve[k]) > log(B3(1 — B2) VR (wo)[k]*) > tlog B2 + log(1 — B2) + log p,

and

1— T to t—7—1 T to t—7—1 T—1to

1
: o T—1> T( 7—1)>_T 1
T g - > Mg > Zﬂ > -1

T'=1

Combining these results, we can upper-bound the third term as,

t—1 T P i
G =3 §° (,, Lo X i ') togvr )

1—fs

T=to
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t—1

< B2 2B S et~ r1og By — log(1 — ) — log p)

a 1_62 T=1o
_Me(B2 = B1) Loy, o
<<1—ﬂl><1—ﬂ2>{<t°+1—ﬁl)< log ) — log(1 = 52) logp].

Plugging these results into (A.5) with Bernoulli inequality, we have,

t—1
o(ﬁ _ﬁ) 1
il < b+ 35 7+ g G [(to-+ 15 ) (~Tog ) — (1 — ) ~ log p-+ 1]
to—1 ﬁ B) 1
<th:0m+a277¢ 77to 2)(1—152) |:<t0—‘,—%)(—logﬂg)—log(l—ﬂg)—logp+1:|
to—1 to—1
an+az77¢+06770t0<27774‘0627777
T=to T=to

where Cs and Cf, are constants only depending on 31, 82 and B. The second inequality is from
triangle inequality of |wy, [k]| and Lemmal6.5] The third inequality is from our condition ty > — log p
and the last inequality is because 7); is decreasing. Since the preceding result holds for all k € [d], it
also holds for ||w¢||co, which finishes the proof.

B Complete Proof for Theorem [4.5]and Calculation Details for Corollary

B.1 Complete Proof for Theorem (4.5

Proof of Theoremd.5] For Cy,C5 defined in Lemma it’s trivial that when t is large we
2 . . 2

% < 6é1; (). < mln{%g,w,%ﬂ}. We use

to = ta(d, P1, 2,7, B) to denote the first time that all the preceding inequalities hold after

t; = t1(f1, B2, B) in Assumption Plugging all aforementioned inequality conditions into
Lemmal[6.2] we can derive that for all ¢ > to,

R(Wes1) < R(wi) — @g(wt). (B.1)

have the following inequalities hold:(i).3;

Therefore we prove that R(w¢11) < R(wy) for all t > ¢o. For further proof, we separately consider
€ =lexp and £ = 1.

When ¢ = /oy, by definition we have G(w;) = R(wy). Therefore, for all ¢t > ¢, can be
re-written as

t
’Ym WZT:Q nr

R(Wis1) < (1 - %) “R(wi) S R(We) e~ 3 < R(wy,) e 2

Although /., is not Lipschitz continuous over R, we have

to—1

R(wi,) < Rwo) -exp Zuxzn Iwe, = woll) < Rwo) - exp (a5 3 1)

. . . . . rlog?2
by Lemma and triangle inequality. Letting Ry = min{=2=, \/W} and ty =
to(n, d, B1, B2, 7, B,t1, Wo) be the first time be the first time such that Zi":tl Ny > 2?YB th 01 N+
2log R(wo)—2log Ro

¥

and ty > — log p. By such definition of ¢(, we can derive that for all t > ¢,

to—1
TEL_ 7 YL L, VX r

R(we) SR(wy,)-e” 2 -e 7 <Ro-e 2
Since tq satisfies all the requirements in Lemma@] and Lemma[6.4] we can finally derive that
(We, i - Xi) 106 2 o 777+C3 (ZT to 777 JFZT tom)+04

min ———— — y| <

il [[Welloo - S+ Ce Xy e
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1 3
< O(Zto 0 77‘r+d27 t077‘f>
—_ 1 )
Zj—:onr

since the decay learning rate 7, — 0 by Assumption 3] and C3, Cy and C are constants solely
depending on (31, 82 and B.

When ¢ = /)., by taking a telescoping sum on the result of (B.T), we obtain ~ Zi:tQ n-G(wy) <
2R (wy,) for any t > ¢5. Since £1o4 is 1-Lipschitz continuous, we can derive that R(wy, ) < R(wo)+

aB th 01 n,. Letting Ry = min{lole, \/W} and tg = to(n,d, 81, B2,7, B,t1, wq) be the
first time such that Zto Ly, > 2R (WOHL;‘;QZT—O 7 and ¢y > — log p, then we can conclude that

, _ 2R(Wu,) - 2R (wo) +2aB Y2 My, _Ro
T€ltz;to] BRI Y e -2

Let 7' = argmin, ¢, ;.1 (W), then we obtain that (z;, w,/) > 0 for all i € [n] by Lemma
?

Moreover, by Lemma [C.3|and the monotonicity of R(w;) derived in (B-I), we can conclude that
R(wy) < R(wy) < 2G(w,) < R for all ¢ > ¢y. Similarly, the inequality R(w;) < Rg also
implies (z;,w;) > 0 for all ¢ > ¢, by Lemma [C.4] and correspondingly R(w;) < 2G(w;) by
Lemmal[C.3} Then for all ¢ > ¢, we can re-write (B.T)) as

R(wi) € R(wim1) = 7o - G(wi) < (1= P52 ) - R(wia)

<R(wiq)-e 1 < R(wy)- P PO <Ry e T

By this result and Lemmal[C.7] we have

g(Wt) >1_ nR(wt) >1_ nRO . 67% Zr_zto nr

>1 e d Dzt (B.2)

Since t satisfies all the requirements in Lemma|[6.3]and Lemma[6.4} we can combine Lemma[6.3]
Lemmal[6.4]and (B-2) and finally derive that

7C6 T= 0 777+C3d(23'71to 777— ZT to 777') +C4+ZT to Nre 42 = to

/

: <Wt7 Yi - Xi>
min —————~ — 5| < =1 to—1
Ze[n] ||Wt||00 ZT to Nr + CG ZT 0 Nr
Eto 1, 4 dz + E B DI
Z’T:O TIT
since the decay learning rate 7, — 0 by Assumption #.3] and C5, Cy and Cy are constants solely
depending on (31, B2 and B. O

B.2 Calculation Details for Corollary [4.7]

In this section, we use the notation C1, C5, Cs, . . . to denote constants solely depending on 31, 82,7y
and B. While it may seem an abuse of notation as these symbols could be different from Section [6]or
denote distinct constants across different formulas, we assert that their exact values are immaterial for
our analysis. Therefore, we opt for this shorthand notation for the sake of brevity and clarity, without
concern for the precise numerical values of these constants in each instance.

For given n, = (t +2)~¢ with a € (0, 1], recall the definition of ¢ in Appendixto be the first
time such that (i). ﬁt/ 2

B 210g6 + 2log Oy (36C3d2\ %+ (6Cod\&) ., 2
tgmax{ logﬁl ,( ’y2 ) ,( ~ ) —ng .

We consider the following four cases,

< 6C ; (i).ny < min { 3602d2’ GCQd} We can derive that
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If £ = leyp and a € (0, 1) recall in Appendix [B.1] the definition for ¢y when £ = feyp, is the

first time such that Zto ! Ny > 2“3 th 1 QIOgR(WOV)_QIOg Ro and tg > — log p, by simple

approximation from 1ntegra1 of t~ a , We can derlve that,

to < C1ds + Cy[logn] ™ + Csflog R(wo)] ™= + Cylog(1/p).
Similarly, we can also derive

to—1

S < Gt < Cod”
7=0

4 Cslogn + Cylog R(wo) + Cs[log(1/p)]* ™

3 _ _
When a > £, 3°°2, n? is bounded by some constant, S = O(t'=%) and 2(1%“1) <1,
therefore we conclude that,

(Wi, ) ‘ . O<d+1ogn+1og7z<vvo> + [loga/p)w)_

S PO {ia

When a = 2, similarly we have Z f 777 = O(logt) and Zi;lo n, = O(t'/3), then we conclude
that

exp . . 1/3
mn<wtcxvzz> < of % logt +logn +log R(wo) + [log(1/p)]' |
icln] [Wi™]|oo t1/3

When a < 2, similarly we have 3¢} 1, nT = O(t'=%) and .'_ 7, = O(t'~*). Under this
sub-case, we could always find a new t(, > to such that besides the preceding condition for ¢y, we

also have d - ) >/ > max{d”"=", log n, log R(wo), [log(1 — p)]'~}. Letting this new ty to
be the ¢y in our statement of Corollary @ then we conclude that,

M_ ‘SO(d =% 4™ +10gn+logR(w0) [1og(1/p)]1“> §O<

min i—a

ieln] [[wy™ oo

If £ = lexp and a = 1, then by the definition of ¢ and integral of t—1 we obtain that,
logty < Cylogd+ Cylogn + Cslog R(wq) + Cyloglog(1/p).
Similarly, we can also derive

to—1
Z nr < Crlogd + Cylogn + Cslog R(wo) + Cyloglog(1/p).
7=0

3
Since Zt;:lo nr = O(logt) and Zt;:ltg n?# is bounded, we obtain that,

exp .
WPz ’ . O<d+1ogn+ log R(wo) +loglog<1/p>>.

it Wil logt

¥ T—
ry Nrt

If ¢ = f1o5 and a € (0, 1), firstly we upper bound the last term Zf—:to nre 2 Tzt as

t—1 1—q OO 1—a
ATl g, A (to+1) 1 _ (41 4 v
§ nre 1=t 1T < o7 A E - e 4d-a) < —edd-a),
(r+2)°

)

T:to T:to

_x sl ;. .
Therefore, Zi:to nre * s is always bounded by a constant. The only difference between
l1og and Loy, is how to determine the value of ¢y. For £}, the formula for ¢ is the first time such

to=1, - 4R(wo)+daB St ty,
that ZT to 77'r = YRo .

and ¢ > log(1/p). Similar to the preceding process, we
could derive that

to < CynTade + CoynT e [R(wo)] T + Cslog(1/p).
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and
to—1

Z N < C’lnd g CanR(wo) + Csllog(1/p)]* 2.
7=0

Whena > 2,5 nT is bounded by some constant, >\_ 7, = O(t'~%) and ( o <1,
therefore we conclude that

<W7150g7 i>_ ’SO(d+ nd

i€ln] W, loo

2(1 a)

+ nR(wo) + uog<1/p>]1-a> |

tlfa

3
V}\lfhen a = 2, similarly we have Zt;:;o nZ = O(logt) and " _{ 1, = O(t/3), then we conclude
that

(Wi%8, z;) B ‘ - O<d~logt+nd+n72(wo) + [log(l/p)]l/?’).

i€ln] || wi%%|| o t1/3

When a < 2, similarly we have 3¢} to 777 = O(t'=%) and Y0 _{ n, = O(t'~*). Under this
setting, we could always find a new to > to such that besides the preceding condition for £y, we

also have d - £ 2% > max{nd ==, nlog R(wo), [log(1 — p)]*~2}. Letting this new t{, to be
the ¢( in our statement of Corollary then we conclude that,

<Wi°g,zi> B ' <O<d =% 4 nd +nR(wo) + [log(l/p)]1a> g O( d >

log”OO tl—a ta/2

2(1 a)

" [w

¥ -1
7 Z.,./:t() Nt

* If { = {10z and a = 1, firstly we upper bound the last term Zi:to nre as
t—1 g1 / o) 1 ’)/ /
TA 2ty T v/4 - v 4
Et nre fo <(to+1) Et: (14 1)1+7/4 = 42
T=to T=

v T —1
which implies Z’;:to nre * 271" is also a constant. Then by the definition of ¢( and integral
of t—1, we obtain that

logty < Cinlogd 4+ ConR(wg) + Csloglog(1/p).

and similarly
to—1
Z < Cynlogd + CanR(wy) + Csloglog(1/p).
7=0

3
Since Zt;:% nr = O(logt) and Et;:ltn 12 is bounded, we obtain that

<wi°g7zi>_ < of &+ nlogd + nR(wo) +loglog(1/p)
103”00 - logt

€l fw

C Technical Lemmas

C.1 Lemma for Assumption 4.4

-8
20 , and decay

Lemma C.1. Assumption 4. holds for both small fixed learning rate n; = n <
learning rate n, = (¢ + 2)~® with a € (0, 1].

which is a small fixed

Proof of Lemma|C.1] Firstly, we prove it for learning rate n, = n <
constant, then we have,

¢ t
Z 5 (601 ST e 1) _ Z BT (eclm' o ZBT Z 01777'
7=0 =0 T -

20’
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o0 oo oo k o0
<y (01;7'7) -y (Cllj) S gk
7=0 k=1 k=1 7=0
1 &/ cn \*k 2¢
<52 (175) <@

k!

k!
= Tog (BT = =)

The penultimate inequality holds because 2 BTk < f prrkdr =

Therefore, we prove that Assumption 4. holds fort € N whenn, =
the case where decay learning rate 7, =

with a € (0, 1), and similarly, we have,

c=g
T T 1 7-+1 1
=y < S —
7;17775 7;1 (t*T’+2)a —/1 (t77-1+2)a
1
= —(t+) -+ 1))
I (e S e (e e N e (R D (e e Vi
l-a (t+1)e+(t—7+1)e
2 T
<

ol

By this result, we can similarly obtain that for ¢ > ((175%)

(oo}

t . ! 247 : 2 "1
T 2ci7 k1 = 2¢1 Pl T
<Zﬁ Z(—Hm) M ;(u—a)mw) n o

=0 k=1

o k
=1 52( 171a)(t+1)a)

< chl 1 < 861 )
N (1—5)2(1—(1) (t+1)e (1-8)2(1—a) M-

1
Therefore, we prove that Assumptionholds for ¢t > (%) “ when Nt = GEa)e +2) . Finally

we consider the case where the decay learning rate 1, = and similarly, we have Y7, _ m—r =

1
t+2°

T 1 T+1 . .
B e T H T,+2 d7’ =log(1 + ;=r7)- By this result, we obtain that

;)ﬁr (1 Sraamerr — Zﬁf (( - 1) feal 1)
t [e1] &
—ZBTZ(W)(JH) @
7=0

k
Because [¢;] and (w) are both absolute constant, it suffices to show that 3> _ 37 (ﬁ) <

7 +2 co are both constants. Actually, we could split the summation

of T into two parts as
1) & i
T _ T T T T
ZB( T+1) _;ﬁ (t—7+1) + LZ: ﬁ(t—¢+1>'
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For the first part, we have
. ko 2Nk . 2k k! 1
ZB ( T+1) S(%) Tz::ﬁ Tkg(l—ﬂ)k+1.¥.

For the second part, we could find a constant ¢t = ¢1(c1, 3) such that tlerl+2 < (

N

) forall t > ¢,

=

since % > 1. Then for all ¢ > ¢, we can derive that

S ()

T=|4]+1

1<1.
— ¢

IN o M -
m\“

The last inequality is by our condition ¢ > t; and k
plugging it into (C.I)), we finally get

Xﬁf“ZWWT—U<MW%M“0?)<JT$ﬂL+Qi
[

7=0
C1-| 2|—C1] |—Cl—|!
<2 . =11 1.
< 2[er] ﬁﬁﬁ( f ) ((1_@@1“1 + Nt

for all ¢ > t1, which completes the proof. ]

(cﬂ. Combining these two results and

C.2 Properties for Logistic and Exponential Loss Function

Lemma C.2. For ¢ € {loxp,liog} and any z € R, £’(z) < |¢/(2)| < 4(z). For any z > 0,
elog( ) < 2‘£log< )|

Proof of Lemma|C.2] For { = leyyp, |€exp( 2)| = lp(2) = Llexp(2) = €77 For £ = lipg, We

calculate the derivatives as /], (2) = — 7= +ez and (], (2) = ﬁ Notice that

ZEI-&I-IOO gl‘i’g(z”) = zl}r-ir-loo |€log(z)| = 07

and

1 1 ’
< — =
14+e* — Dt er ez glog( ) (Mlog( )|)

Therefore we derive that £, (2) < (1,4 (2)] < liog(2). O

{og(’z) =

Mlog )| Mlog(‘z)‘

Lemma C.3. For any z > 0, liog () 7 Tonp (2)

Lo (2
> % and 2505 > log 2.
Proof of Lemma[C.3} For z > 0, it holds that
2 2
<

Elog(z> < gexrﬁ@) = 2e7 = 1+ e? =
The second result holds because f“’g(é)) = log(iff ) is an decreasing function for e~ and e~ €
exp

(0,1] for z > 0. O

| log Z)|

Lemma C4. For { € {leyxp, liog}, either G(w) < 5k or R(w) < 1°g2 implies (w,z;) > 0 for all
i€ [n].

Proof of Lemma[C.4, If G(w) < 5=, we have |¢/((w,z;))| < nG(w) < 3. Then by monotonicity of
|¢'(-)] we have (w,z;) > 0. Similarly if R(w) < 1052 we also have £({w,z;)) < nR(w) < log2.
O

Then by monotonicity of ¢(-) we have (w,z;) > 0.

Lemma C.5. For { € {{lcxp, liog } and any z1, 22 € R, we have

U'(z1)

0(z)

| (C.2)
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Proof of Lemma|[C.3] For { = leyp,
glcxp(zl)
glexp('z?)
the inequality is from |e? — 1| < el*! — 1. For £ = £},

Za—z1 _ 1’ < elz2—=l _q

1’ e

ffog(zl) 1l = I+e> 1‘ _ e*? —e*! e? — et < elz2—=1l _q
g (22) 1+4ex 1+ex e -
O
Lemma C.6. For { € {{cp, liog } and any z1, 2, 23, 24 € R, we have
U(21)0 (23)
RSt Vadh e ZAN V'S ( [z1—22] _ 1) ( |23 —24] _ 1) ( [21+23—22—24| _ 1) C.3
7o)l () < e + (e + (e (C.3)
Proof of Lemma|C.6] For { = ley,,
E/exp(zl)g(/sxp(z?)) - 1‘ _ 622+Z4_21_23 _ 1‘ < (e|z1+Z3—22—Z4| _ 1)
géxp(ZZ)E{axp('Z‘l) N
the inequality is from |e® — 1| < el*l — 1. For ¢ = liog,
llog (21)0og(23) (A +e?)(1 4 e*) e¥2 4 et f et — el — g7 — Pt
Cog(22)log(z4) 7| [(L+e)(1+e%) L+em + e +enta
e?2 _ el e¥4 — %3 e?2tza _ pz1tzs
< +

ezl ez3 ez1+23

< <e|21—22\ _ 1) + <e|23—24\ _ 1) + <e|21+z3—Z2—z4| _ 1)

Lemma C.7. For { = {5z, and any w € R4, we have
G(w) _,  nR(w)

R(w) — 2

Proof of Lemma[C.7} Let r; = log((w,2z;)) = log(1 + e~(WZ)) and f(z) = 1 — e, then
g (W, 24))| = 1.?1;1“;;:» = e:}jl = f(#). Therefore for any given R(w), finding min G(w;)
equals to the following optimization problem,

1 n n
in — i . i =nR(w), r; > 0foralli ¢
mlnn;f(r) s ;r nR(w), r or all i € [n]

Since f(z) is an increasing function and the increasing rate would be slow as z increase since
1"(2) < 0, we can easily derive that the aforementioned optimization problem will take the minimum
at r; = nR(w) for some ¢ € [n] and r; = 0 for all j # i. Therefore, we can derive that,

G(wy) S 1 — e "R(W) N nR(w)

R(w) = nR(w) — 2
by Taylor’s expansion. O

C.3 Auxiliary Results

The following result is the classic Stolz—Cesaro theorem.
Theorem C.8 (Stolz—Cesaro theorem). Let {ay, }n>1, {bn}n>1 be two sequences of real numbers.
Assume that {b,, },>1 is a strictly monotone and divergent sequence (i.e. strictly increasing and
approaching +oo, or strictly decreasing and approaching —oco) and the following limit exists:
. a 1—a
lim 2+ —
n—00 bn+1 — b,

Then it holds that

. an
lim — =1.
n— o0 n
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly outline the primary results and contribu-
tions of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed the limitation of this work in the conclusion and future
work section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: In Section 4] we have clearly stated all the assumptions that are necessary for
our theorem results.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided the complete configuration of the experiments. Since the
experiments are all on synthetic data, the configuration is simple to explain.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: This paper focuses on theoretical analysis of the standard optimization al-
gorithm Adam. While we include some simulation results, they are very simple and are
irrelevant to the key theoretical contributions of this paper.

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided all the experiment details. The experiments are on synthetic
data and the setup is simple.

Guidelines:

* The answer NA means that the paper does not include experiments.
* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.
* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: This paper studies optimization problems and there is no statistical significance
results to report.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: We only present very simple simulation results and computational resources
are not the focus.

Guidelines:

¢ The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research results align with the ethical principles outlined in the NeurIPS
Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: This paper is a theoretical work that has no direct social impact. We would
like to emphasize that, although the topic is related to “implicit bias”, it is a pure theoretical
terminology and has nothing to do with social bias.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This paper does not use existing assets.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the asshts?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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