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Rethinking Impersonation and Dodging Attacks on Face
Recognition Systems

Anonymous Authors

ABSTRACT
Face Recognition (FR) systems can be easily deceived by adversar-
ial examples that manipulate benign face images through imper-
ceptible perturbations. Adversarial attacks on FR encompass two
types: impersonation (targeted) attacks and dodging (untargeted)
attacks. Previous methods often achieve a successful imperson-
ation attack on FR; However, it does not necessarily guarantee a
successful dodging attack on FR in the black-box setting. In this
paper, our key insight is that the generation of adversarial examples
should perform both impersonation and dodging attacks simulta-
neously. To this end, we propose a novel attack method termed as
Adversarial Pruning (Adv-Pruning), to fine-tune existing adversar-
ial examples to enhance their dodging capabilities while preserving
their impersonation capabilities. Adv-Pruning consists of Priming,
Pruning, and Restoration stages. Concretely, we propose Adversar-
ial Priority Quantification to measure the region-wise priority of
original adversarial perturbations, identifying and releasing those
with minimal impact on absolute model output variances. Then,
Biased Gradient Adaptation is presented to adapt the adversarial
examples to traverse the decision boundaries of both the attacker
and victim by adding perturbations favoring dodging attacks on the
vacated regions, preserving the prioritized features of the original
perturbations while boosting dodging performance. As a result, we
can maintain the impersonation capabilities of original adversarial
examples while effectively enhancing dodging capabilities. Com-
prehensive experiments demonstrate the superiority of our method
compared with state-of-the-art adversarial attacks.

CCS CONCEPTS
• Computing methodologies→ Biometrics.

KEYWORDS
Face Recognition, Adversarial Attacks, Adversarial Attacks on Face
Recognition, Impersonation Attacks, Dodging Attacks

1 INTRODUCTION
Thanks to the ceaseless advancements in deep learning, Face Recog-
nition (FR) has achieved exceptional performance [1, 2, 9, 27, 42, 50].
However, the vulnerability of existing FR models to adversarial at-
tacks poses a significant threat to their security. Hence, there is
an urgent need to enhance the performance of adversarial face
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Figure 1: Top: previous methods that achieve a successful
impersonation attack on FR cannot guarantee a success-
ful dodging attack on FR in the black-box setting. In con-
trast, we present Adv-Pruning, including Priming, Pruning,
and Restoration Stages, to perform both impersonation and
dodging attacks simultaneously. Bottom (left): natural Multi-
identity Samples (MS). Bottom (right): the dodging Attack
Success Rate (%) between the previous methods and Adv-
Pruning on multiple models.

examples to expose more blind spots in FR models. As a result,
several research endeavors have been directed towards this realm.
A multitude of adversarial attacks have been developed to create
adversarial face examples with characteristics such as stealthiness
[7, 19, 41, 43, 62], transferability [30, 70–72], and physical attack
capability [29, 63, 64]. These efforts contribute to enhancing the ef-
fectiveness of adversarial attacks on FR. Nevertheless, these studies
primarily concentrate on bolstering either impersonation attacks
or dodging attacks, overlooking the exploration of the effectiveness
of dodging attacks when crafting adversarial face examples using
impersonation attacks.

In real-world deployment contexts, individuals with malicious
intent are prone to creating adversarial face examples incorporating
their own facial features to manipulate FR systems to mistakenly
identify them as pre-defined victims during impersonation attacks.
Concurrently, the individuals strive to evade accurate identification
as perpetrators, thereby circumventing detection and preventing
legal accountability. This requires the creation of adversarial exam-
ples capable of executing both impersonation and dodging attacks

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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simultaneously. In the realm of adversarial attacks on image clas-
sification, a successful impersonation attack typically implies a
successful dodging attack. However, FR is an open-set task [9, 50],
which is quite different from image classification. In the real-world
deployment of FR systems, accurately predicting the class proba-
bility of identities presents an extreme challenge. Therefore, we
extract embeddings from two face images using the FR model. Sub-
sequently, the distance between the two embeddings is used to
determine whether the images belong to the same identity. If the
distance falls below a predefined threshold, the two images are
recognized as belonging to the same identity; otherwise, they are
classified as different identities. Based on the measurement of FR,
there are two decision boundaries for each FR model when crafting
adversarial examples as shown in Fig. 1. As a result, there exists
the natural samples that can be classified as two different identities
in theory. We denote these samples as multi-identity samples (refer
to Section 4.4).

The existence of multi-identity samples implies that a successful
impersonation attack on FR does not necessarily guarantee a suc-
cessful dodging attack on FR. Existing research indicates that an
adversarial sample was located near the decision boundary [4, 18].
Suppose we generate adversarial face examples using previous
methods. In the white-box setting, both the structures and param-
eters of the victim models are known, enabling the generation of
adversarial face examples that can cross the decision boundaries
of both attacker and victim, as shown in Fig. 1. However, in the
black-box setting, the decision boundaries of black-box models dif-
fer from those of the surrogate models. Consequently, adversarial
examples generated on the surrogate model lie near the decision
boundary of the victim, preventing them from crossing the deci-
sion boundary of the attacker. As such, the majority of adversarial
face examples crafted by previous methods, which can successfully
perform impersonation attacks, fail to perform dodging attacks in
the black-box setting.

In this paper, we propose a novel attack method, termed as Ad-
versarial Pruning (Adv-Pruning). In the realm of adversarial attacks
on FR, previous impersonation methods have achieved a significant
level of sophistication. However, there remains a pressing need
to bolster the efficacy of adversarial face examples in dodging at-
tacks. Consequently, our research is directed towards enhancing
the dodging attack performance of adversarial face examples while
maintaining the impersonation attack performance. Specifically,
we introduce an attack consisting of three stages: Priming, Pruning,
and Restoration. In the Priming stage, we optimize the adversarial
examples to ensure adequate attack potential. In the Pruning stage,
with considering the pruning concept in model compression, we
propose Adversarial Priority Quantification to measure the region-
wise priority of original adversarial perturbations using an priority
measure which is directly proportional to the supremum of the
absolute model output variances. After processing by Adversarial
Priority Quantification, we prune the adversarial face examples to
free up less prioritized adversarial perturbations. In the Restora-
tion stage, we propose Biased Gradient Adaptation to add biased
gradient perturbations favoring dodging attacks on the pruned re-
gions to adapt the adversarial face examples into the space that
can be classified as the victim while remaining unidentifiable as
the attacker, thereby enhancing the dodging performance of the

adversarial face examples without compromising the prioritized
features of original adversarial perturbations. As illustrated in the
top of Fig. 1, after undergoing these stages, the adversarial face
example generated by our proposed method can successfully tra-
verse the decision boundaries of both the attacker and victim of
the black-box model, achieving successful black-box impersonation
and dodging attacks.

Our main contributions are summarized as follows:

• We offer a new perspective for adversarial attacks on FR
models that the generation of adversarial examples should
perform both impersonation and dodging attacks simulta-
neously. To the best of our knowledge, this is the first work
that studies the universality of multi-identity samples among
adversarial face examples crafted by impersonation attacks.

• We propose a novel adversarial attack method called Adver-
sarial Pruning (Adv-Pruning). Adversarial Priority Quantifi-
cation is presented to quantify the priority of the adversarial
perturbations with minimal impact on absolute model out-
put variances. Biased Gradient Adaptation is designed to
adapt the adversarial examples to traverse both the decision
boundaries of attacker and victim using biased gradients.

• Extensive experiments demonstrate that our proposedmethod
achieves superior performance compared to the state-of-
the-art adversarial attack methods. Moreover, our presented
method could be plugged into various FR systems and ad-
versarial attack methods.

2 RELATEDWORK
2.1 Adversarial Attacks
The primary objective of adversarial attacks is to introduce imper-
ceptible perturbations to benign images to deceivemachine learning
systems and cause them to make mistakes [14, 48]. The existence
of adversarial examples poses a significant threat to the security of
current machine learning systems. Lots of efforts have been ded-
icated to researching adversarial attacks in order to enhance the
robustness of these systems [12, 31, 34, 35, 38, 44, 55, 68, 69, 73]. To
improve the performance of black-box adversarial attacks, DI [60]
applies random transformations to adversarial examples in each
iteration to achieve a data augmentation effect. VMI-FGSM [52]
employs gradient variance to stabilize the updating process of ad-
versarial examples, boosting the black-box performance. SSA [34]
transforms adversarial examples into the frequency domain and
uses spectrum transformation to augment them. SIA [54] applies
a random image transformation to each image block, generating
a varied collection of images that are then employed for gradient
calculation. BSR [51] divides the input image into multiple blocks,
subsequently shuffling and rotating these blocks in a random man-
ner, creating a collection of new images for the purpose of gradient
calculation. DA [16] utilizes dispersion amplification to enhance
the multi-task attack capability of adversarial attacks. Despite their
gratifying progress, these studies neglect the consideration of prun-
ing adversarial examples through introducing pruning methods
into the realm of adversarial attacks. In our research, we propose
a novel pruning method capable of identifying and freeing up the
adversarial perturbations with minimal impact on absolute model



233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

Rethinking Impersonation and Dodging Attacks on Face Recognition Systems ACM MM, 2024, Melbourne, Australia

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

Figure 2: Overview of our Adv-Pruning attack framework, which consists of Priming, Pruning, and Restoration stages. (a) During
the Priming stage, we optimize the adversarial examples to ensure they have sufficient attack performance. (b) In the Pruning
stage, we propose Adversarial Priority Quantification to quantify the priority of adversarial perturbations. Subsequently, we
sparsify the adversarial perturbations based on the quantified priorities. (c) In the Restoration stage, we present Biased Gradient
Adaptation to introduces gradient perturbations biased to dodging attacks on the sparsified regions.

output variances, thereby sparsifying regions for adding adversarial
perturbations with the aim of dodging capabilities improvement.

2.2 Adversarial Attacks on Face Recognition
Based on the restriction of the adversarial perturbations, adversar-
ial attacks on FR can be classified into two categories: restricted
attacks [5, 10, 32, 33, 36, 61, 74] and unrestricted attacks [3, 6, 8,
45, 47, 49, 56, 57, 65]. Restricted attacks on FR are the attacks that
generate adversarial examples in a restricted bound (e.g. 𝐿𝑝 bound).
To enhance the transferability of adversarial attacks on FR, [70]
propose DFANet, which applies dropout on the feature maps of the
convolutional layers to achieve ensemble-like effects. In addition,
[72] introduces BPFA, which further improves the transferability
of adversarial attacks on FR by incorporating beneficial pertur-
bations [58] on the feature maps of the FR models, resulting in
hard model augmentation effects. [30] leverages extra informa-
tion from FR-correlated tasks and uses a multi-task optimization
framework to enhance the transferability of crafted adversarial
examples. The unrestricted adversarial attacks on FR are the at-
tacks that generate adversarial examples without the restriction
of a predefined perturbation bound. They mainly focus on phys-
ical attacks [29, 59, 63], attribute editing [23, 41] and generating
adversarial examples based on makeup transfer [19, 43, 64]. The
existing literature on both restricted and unrestricted adversarial
attacks on FR systems has successfully enhanced the performance
of these attacks. Nevertheless, it remains under-explored in the cor-
relation between impersonation and dodging attacks. This paper
elegantly addresses this by investigating the correlation between
impersonation and dodging attacks and introducing a novel attack
method that bolsters the dodging capabilities while preserving the
impersonation capabilities of previous methods.

3 METHODOLOGY
3.1 Problem Formulation
Let F 𝑣𝑐𝑡 (𝑥) denote the FR model used by the victim to extract the
embedding from a face image 𝑥 . We refer to 𝑥𝑠 and 𝑥𝑡 as the attacker
and victim images, respectively. The objective of the impersonation
attacks explored in our research is to manipulate F 𝑣𝑐𝑡 in order
to misclassify 𝑥𝑎𝑑𝑣 as 𝑥𝑡 , while ensuring that 𝑥𝑎𝑑𝑣 bears a close
visual resemblance to 𝑥𝑠 . By contrast, the objective of the dodging
attacks proposed in this study is to render F 𝑣𝑐𝑡 (𝑥) unable to iden-
tify 𝑥𝑎𝑑𝑣 as 𝑥𝑠 , while simultaneously ensuring that 𝑥𝑎𝑑𝑣 bears a
visual resemblance to 𝑥𝑠 . For the sake of clarity and conciseness,
the detailed optimization objectives for both impersonation and
dodging attacks are provided in the supplementary.

Few works explore the correlation between impersonation and
dodging attacks on FR. In the following, we delve into the correla-
tion between these two types of attacks and propose a novel method
to enhance dodging attacks while maintaining impersonation at-
tacks. An overview of the proposed method is illustrated in Fig. 2.
As depicted in Fig. 2, our proposed method is structured into three
stages: Priming, Pruning, and Restoration. Through the sequen-
tial application of these stages, we are able to generate adversarial
examples that exhibit a potent combination of impersonation and
dodging attack capabilities.

3.2 Exploring the Impersonation and Dodging
Attack on Face Recognition

In most cases, the victimmodel F 𝑣𝑐𝑡 is not accessible to the attacker,
making it extremely challenging to optimize the objectives for black-
box attacks directly. To circumvent this issue, a common approach
is to leverage a surrogate model F accessible to the attacker to
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generate adversarial examples that can be transferred to the victim
model for an effective attack [5, 11, 13, 28, 39, 40, 51, 54, 66, 68].

For impersonation attacks, the loss can be formulated as follows:

L𝑖 = ∥𝜙
(
F

(
𝑥𝑎𝑑𝑣

))
− 𝜙

(
F

(
𝑥𝑡
) )
∥2

2 (1)

where 𝜙 (𝑥) represents the operation that normalizes 𝑥 . 𝑥𝑎𝑑𝑣 is the
adversarial example which is initialized with the same value as 𝑥𝑠 .
The loss function of dodging attacks can be formulated as:

L𝑑 = −∥𝜙
(
F

(
𝑥𝑎𝑑𝑣

))
− 𝜙

(
F

(
𝑥𝑠
) )
∥2

2 (2)

As the FR task is an open-set task, it is impractical to predict the
classes of users during the practical deployment of the FR model.
Therefore, we need to compare the distance between two face
images to discern whether they depict the same identity or not.
Based on the identification method in FR, multi-identity samples
exist theoretically. Our experiments verify the existence of such
samples among benign face images. The existence of multi-identity
samples raises a question:

Does the success of an impersonation attack imply the suc-
cess of dodging attacks on FR systems?

To this end, we generate adversarial face examples using the
previous impersonation attack and evaluate its dodging Attack
Success Rate (ASR). Our experiment confirms that the majority of
adversarial examples crafted through previous methods, which are
successful in performing impersonation attacks, fail to successfully
execute dodging attacks in the black-box setting (see Section 4.4).

Nonetheless, in real-world adversarial attacks, attackers do not
want the adversarial face examples to be recognized as themselves,
as this may lead to legal consequences. Hence, it is crucial to re-
search attack techniques that can execute both impersonation and
dodging attacks simultaneously. Previous methods on FR systems
have shown a remarkably high level of impersonation ASR in black-
box settings. Therefore, our objective is to enhance the dodging
performance while maintaining the impersonation effectiveness of
previous attack methods.

To accomplish this objective, a straightforward approach is to
generate adversarial face examples using a multi-task attack strat-
egy. In the following, we will take the Lagrangian attack strategy
as the example for its simplicity. The Lagrangian attack strategy
utilizes the following loss function to craft adversarial examples:

L = 𝜆L𝑖 + L𝑑 (3)

However, due to the conflict between the optimization between
L𝑖 and L𝑑 , there exists a trade-off between the performance of
impersonation and dodging performance, leading to subpar perfor-
mance (See Section 4.4). Suppose we can mitigate the trade-off, we
will achieve a better dodging performance while maintaining the
impersonation performance.

3.3 Adversarial Pruning Attack
To accomplish this objective, a straightforward approach is to fine-
tune the adversarial face examples generated by the Lagrangian
attack with a lower 𝜆 value in order to enhance the performance of
dodging attacks. However, this method does not enhance the dodg-
ing attack performance without compromising the impersonation
attack performance (see Fine-tuning in Table 3). We contend that

this issue arises because the newly introduced adversarial perturba-
tion that favors dodging attacks ends up disrupting the prioritized
features of existing adversarial perturbation. While it may improve
the performance of dodging attacks, it inevitably diminishes the
performance of impersonation attacks. To address this, we intro-
duce new perturbations favoring dodging attacks in regions where
original perturbations are not added. Nevertheless, identifying suit-
able areas for these new perturbations is challenging due to their
scarcity. Therefore, we propose a novel pruning method to release
less prioritized adversarial perturbations with minimal impact on
the absolute model output variances, thereby creating space to
introduce perturbations that facilitate dodging attacks.

Our proposed Adv-Pruning and be combined with various ad-
versarial attacks. In the following, we will introduce our proposed
Adv-Pruning based on Lagrangian attack in detail. In the Prim-
ing Stage, we utilize Eq. (3) as the Priming loss L𝑝 to craft the
adversarial face examples:

𝑥𝑎𝑑𝑣𝑡 =
∏
𝑥𝑠 ,𝜖

(
𝑥𝑎𝑑𝑣𝑡−1 − 𝛽sign

(
∇
𝑥𝑎𝑑𝑣
𝑡−1

L𝑝
))

(4)

where 𝑡 is the iteration of the optimization process of adversarial
examples, and 𝛽 is the step size when optimizing the adversarial
face examples in the Priming stage, and

∏ (𝑥) is the projection
function that projects 𝑥 onto the 𝐿𝑝 norm bound.
Adversarial Priority Quantification. After completing the Prim-
ing Stage, we obtain an adversarial example with varying magni-
tudes of gradient perturbations across different regions. Following
this, we proceed to the Pruning stage to process the crafted ad-
versarial example. In order to prune the adversarial perturbation,
our initial step is to assess its priority. To estimate this priority, we
propose Adversarial Priority Quantification to quantify the priority
of adversarial perturbations. Specifically, Adversarial Priority Quan-
tification utilizes the magnitude of the adversarial perturbation as a
measure. A lower magnitude implies a lesser impact on the perfor-
mance of the adversarial examples generated after sparsification,
as the supremum of absolute model output variances is directly
proportional to the magnitude of the adversarial perturbations. The
proof is in the supplementary.

Let the adversarial examples be 𝑥𝑎𝑑𝑣 . The formula to calculate
the priority can be expressed as:

I = |𝑥𝑎𝑑𝑣 − 𝑥𝑠 | (5)

where I ∈ RCHW. C, H, and W are the channel number, height,
and width of the face images, respectively.

Once the priority values of the adversarial perturbations are
quantified, we employ these values to release less prioritized ad-
versarial perturbations. Let 𝜅 be the sparsity ratio for pruning the
adversarial face examples that measure the ratio of perturbations
to be set into zero. Let 𝑠 = CHW be the number of adversarial per-
turbation elements. We arrange the elements in a flattened vector
of I in ascending order (from the lowest to the highest):

Q = Sort (Ψ (I)) (6)

where Ψ is the flatten operation.
LetW be the set of the elements of the adversarial perturbations

to be pruned. Given the priority calculation method for pruning,
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the value of W can be calculated as follows:

W = Q [: 𝜅𝑠] (7)

where the colon denotes the slice operation to obtain the first 𝜅𝑠
elements. The pruning mask, which has the same shape as I, can
be obtained by utilizing W:

M𝑖, 𝑗,𝑘 =

{
0, if I𝑖, 𝑗,𝑘 ∈ W
1, if I𝑖, 𝑗,𝑘 ∉ W

(8)

By utilizing the mask, we can apply the following formula to
prune the adversarial example:

𝑥𝑎𝑑𝑣 = 𝑥𝑠 +
(
𝑥𝑎𝑑𝑣 − 𝑥𝑠

)
⊙ M (9)

where 𝑥𝑎𝑑𝑣 is the adversarial face example after pruning.
Biased Gradient Adaptation.During the Restoration stage, we re-
store the adversarial face examples in the previously pruned region
using our proposed Biased Gradient Adaptation. Biased Gradient
Adaptation using the following loss function to craft gradient biased
to the dodging attacks to adapt the crafted adversarial examples
into the space that favors dodging attacks.

L𝑟 = 𝜆̃L𝑖 + L𝑑 (10)

where 𝜆̃ is a weight that is lower than 𝜆 that is objective for crafting
adversarial face examples that favor dodging attacks. The mask
representing the regions for restoring the adversarial examples can
be denoted as:

A = 1 −M (11)

Subsequently, we utilize the following formula to restore the
pruned adversarial face examples:

𝑥𝑎𝑑𝑣𝑡 =
∏
𝑥𝑠 ,𝜖

(
𝑥𝑎𝑑𝑣𝑛 + A ⊙

(
𝑥𝑎𝑑𝑣𝑡−1 − 𝛾sign

(
∇
𝑥𝑎𝑑𝑣
𝑡−1

L𝑟
)
− 𝑥𝑎𝑑𝑣

))
(12)

where 𝛾 is the step size when optimizing the adversarial face ex-
amples in the Restoration stage, 𝑥𝑎𝑑𝑣 is the adversarial example
crafted by the Priming Stage, and ∇

𝑥𝑎𝑑𝑣
𝑡−1

L𝑟 is the biased gradient.
The pseudo-code of our proposed method based on the Lagrangian
attack is illustrated in the supplementary.

ArcFace CircleLoss CurricularFace MagFace MV-Softmax NPCFace
0

10

20

30

40

50

60

70

D
od

gi
ng

 A
SR

16.0

1.7

21.1

12.6

4.0

12.5

64.3

27.6

67.8

60.9

39.4

58.1

Baseline
Baseline + ours

Figure 3: The ASR on FR models trained by multiple algo-
rithms.

4 EXPERIMENTS
4.1 Experimental Setting
Datasets. Face images play a pivotal role in multimedia processing
applications. Therefore, the research on adversarial attacks on FR
has a significant impact on security and privacy in multimedia pro-
cessing. We opt to use the LFW [20], CelebA-HQ [25], and FFHQ
[26] datasets for our experiments. LFW serves as an unconstrained
face dataset for FR. CelebA-HQ and FFHQ consists of high-quality
images. The LFW and CelebA-HQ utilized in our experiments are
identical to those employed in [71, 72], while FFHQ is the cor-
responding dataset provided by the Sibling-Attack official page,
ensuring the consistency for analysis.
Face Recognition Models. The normal trained FR models em-
ployed in our experiments include IR152 [17], FaceNet [42], Mobile-
Face (abbreviated as MF) [9], ArcFace [9], CircleLoss [46], Curric-
ularFace [22], MagFace [37], MV-Softmax [53], and NPCFace [67].
IR152, FaceNet, and MF are identical to those used in [19, 64, 71, 72].
ArcFace, CircleLoss, CurricularFace, MagFace, MV-Softmax, and
NPCFace are the official models available in FaceX-ZOO [24]. Ad-
ditionally, we incorporate adversarial robust FR models in our ex-
periments, denoted as IR152𝑎𝑑𝑣 , FaceNet𝑎𝑑𝑣 , and MF𝑎𝑑𝑣 , which are
identical to those used in [72]. For calculating the ASR in imper-
sonation and dodging attacks, we choose the thresholds based on
FAR@0.001 on the entire LFW dataset.
Attack Setting. Without any particular emphasis, we set the max-
imum allowable perturbation magnitude to 10 based on the 𝐿∞
norm bound and utilize the Lagrangian attack method as the attack
in both the Priming and Restoration stages. Additionally, we specify
the maximum number of iterative steps as 200. For both the Priming
and Restoration stages, the step size is uniformly designated as 1.0.
Evaluation Metrics. We employ Attack Success Rate (ASR) to
evaluate the performance of various attacks. ASR signifies the pro-
portion of successfully attacked adversarial examples out of all
the adversarial examples. We use ASR𝑖 and ASR𝑑 to denote imper-
sonation and dodging ASR, respectively. The detailed calculation
methods for ASR𝑖 and ASR𝑑 are provided in the supplementary.
Compared methods. Our proposed attack is a restricted attack
method that aims to maliciously attack FR systems to expose more
blind spots of them. It is not fair to compare our proposed method
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Figure 4: Comparisons of ASR (%) on LFW with adversarial
robust models as victim models.



581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

638

ACM MM, 2024, Melbourne, Australia Anonymous Authors

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

681

682

683

684

685

686

687

688

689

690

691

692

693

694

695

696

Table 1: Comparisons of dodging ASR (%) results for attacks on the LFW and CelebA-HQ datasets. The surrogate models
are presented in the first column, and the victim models are listed in the second row. The numbers before and after the
slash represent the results of the baseline attack and the attack that combines the baseline attack with our proposed attack,
respectively.

LFW CelebA-HQ
Surrogate Model Attack IR152 FaceNet MF IR152 FaceNet MF

IR152 [17]

DI 95.4 / 100.0 5.8 / 11.3 0.2 / 0.8 87.9 / 100.0 8.4 / 16.4 0.4 / 1.2
VMI 92.7 / 100.0 17.3 / 32.5 1.2 / 9.5 92.2 / 100.0 14.3 / 27.9 1.2 / 4.1
SSA 78.8 / 100.0 5.7 / 22.5 0.9 / 10.6 83.8 / 99.9 7.2 / 19.6 0.4 / 5.6

DFANet 98.9 / 100.0 1.4 / 4.2 0.0 / 0.3 98.9 / 100.0 2.3 / 6.0 0.0 / 0.4
SIA 81.7 / 100.0 13.0 / 37.5 0.8 / 8.9 78.4 / 100.0 13.2 / 35.6 0.7 / 7.4
BSR 52.4 / 100.0 5.3 / 17.6 0.1 / 1.5 48.5 / 99.9 5.4 / 18.0 0.3 / 1.9
BPFA 92.6 / 100.0 1.7 / 7.3 0.0 / 1.2 90.4 / 100.0 2.1 / 8.1 0.1 / 0.8

FaceNet [42]

DI 5.3 / 10.3 99.8 / 99.9 3.1 / 10.3 1.5 / 3.1 99.4 / 99.9 1.8 / 4.7
VMI 9.7 / 14.3 99.8 / 99.9 6.2 / 13.2 3.1 / 7.1 99.3 / 99.8 3.6 / 9.3
SSA 6.0 / 14.0 97.5 / 99.9 6.6 / 26.2 2.0 / 5.5 96.9 / 99.7 4.2 / 14.6

DFANet 1.6 / 3.3 99.8 / 99.9 0.4 / 2.7 0.5 / 2.6 99.1 / 100.0 0.8 / 4.1
SIA 11.2 / 20.6 99.5 / 99.9 8.7 / 21.2 4.0 / 8.9 99.4 / 99.9 5.4 / 13.7
BSR 12.2 / 19.2 98.6 / 99.9 9.0 / 17.8 4.6 / 10.1 98.8 / 99.9 5.3 / 14.1
BPFA 4.7 / 16.8 98.6 / 100.0 1.6 / 15.0 1.1 / 4.2 99.0 / 100.0 0.6 / 5.1

MF [9]

DI 2.2 / 7.3 18.2 / 36.4 99.2 / 100.0 0.1 / 2.5 12.1 / 31.3 95.2 / 100.0
VMI 1.0 / 2.8 8.4 / 20.9 99.7 / 100.0 0.2 / 0.4 5.2 / 15.0 98.2 / 100.0
SSA 0.7 / 4.1 6.1 / 23.5 98.3 / 100.0 0.0 / 0.6 3.9 / 18.5 93.3 / 100.0

DFANet 0.2 / 1.0 1.5 / 5.8 99.6 / 100.0 0.0 / 0.2 1.1 / 7.7 99.1 / 100.0
SIA 1.0 / 5.9 10.6 / 36.6 98.4 / 100.0 0.1 / 2.4 9.0 / 24.4 96.3 / 100.0
BSR 0.4 / 1.5 3.7 / 14.7 84.9 / 100.0 0.1 / 0.6 2.9 / 12.6 77.6 / 100.0
BPFA 0.9 / 4.1 4.6 / 20.4 97.7 / 100.0 0.0 / 2.3 4.0 / 20.4 96.2 / 100.0

Table 2: Comparisons of ASR (%) with multi-task attacks on
LFW dataset. Models in the second row are victim models.

ASR𝑑 ASR𝑖
Attack IR152 FaceNet MF

Lagrangian 3.9 26.5 100.0 26.0
Lagrangian + ours 7.3 36.4 100.0 26.6

DA 11.0 35.6 99.1 37.4
DA + ours 17.5 44.9 99.4 37.8

with unrestricted attacks that do not limit the magnitude of the
adversarial perturbations. Therefore, we choose restricted attacks
on FR that aim to maliciously attack FR systems [70] [72] [30] and
state-of-the-art transfer attacks [60] [34] [54] [51] as our baseline.

4.2 Comparison Study
We compare our proposed attack method with the state-of-the-art
attacks on multiple FR models and datasets. Several adversarial
examples are illustrated in Fig. 5. The attack performance results
are shown in Table 1. Table 1 illustrates that the incorporation of
our proposed attack method significantly enhances the dodging
ASR of adversarial attacks. It is worth noting that the average black-
box impersonation ASRs of the baseline attacks in Table 1 also
increase after integrating our proposed attack method. This demon-
strates the effectiveness of our proposed method in improving the
dodging attack performance while simultaneously maintaining the

impersonation attack performance. Furthermore, we conducted a
comparison between our proposed Adv-Pruning and multi-task at-
tacks using MF as the surrogate model on LFW based on DI. For our
proposed method, we choose the corresponding multi-task attack as
the attack for both the Priming and Restoration stages. The dodging
ASR and average black-box impersonation ASR results are shown
in Table 2. Table 2 underscores the effectiveness of our method in
enhancing the dodging performance of multi-task attacks while
maintaining the impersonation performance. To further validate
our proposed attack method on additional FR models, we selected
SIA [54] as Baseline and IR152 as the surrogate model. The experi-
mental settings are consistent with those described in Table 1. The
dodging ASR across multiple FR models is demonstrated in Fig. 3.
As depicted in Fig. 3, the dodging ASR improves on multiple FR
models after integrating our proposed method, further confirming
the effectiveness of our attack.

In practical application scenarios, victims can employ adversarial
robust models to defend against adversarial attacks. Consequently,
it becomes crucial to evaluate the performance of adversarial at-
tacks on these robust models. In this study, we generate adversarial
examples on the LFW dataset using MF as the surrogate model and
assess the performance of various attacks on the adversarial robust
models. The results are presented in Fig. 4. The letters following
the en dash represent the surrogate models, with ’I’, ’F’, and ’M’
corresponding to IR152𝑎𝑑𝑣 , FaceNet𝑎𝑑𝑣 , and MF𝑎𝑑𝑣 , respectively.
Fig. 4 illustrates that the inclusion of our proposed method leads
to improvements in both dodging and impersonation performance.
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Figure 5: The Illustration of adversarial examples crafted by
various attacks. First column: some attacker images. Last col-
umn: the corresponding victim images. The second to fifth
columns exhibit the corresponding adversarial face exam-
ples crafted by BPFA, BPFA + ours, BSR, and BSR + ours,
respectively.

These results serve as evidence of the effectiveness of our proposed
method on adversarial robust models.

JPEG compression is a widely adopted method for image com-
pression during transmission, concurrently acting as a defense
mechanism against adversarial examples. To assess the effective-
ness of our proposed attack under JPEG compression, we utilize DI
as the baseline attack and MF as the surrogate model, evaluating the
attack performance on ArcFace and CurricularFace models with ex-
perimental settings consistent with those described in Table 1. The
results are illustrated in Fig. 6. These results demonstrate that across
varying levels of JPEG compression, our proposed attack method
consistently outperforms the baseline attack, thereby highlighting
its effectiveness under JPEG compression.

The experimental results on negative cosine similarity loss, and
Sibling-Attack are presented in the supplementary.

4.3 Ablation Study
To delve into the properties of our proposed attack method, we
conducted an ablation experiment using DI as the Baseline attack,
with MF serving as the surrogate model on the LFW dataset. To
confirm the effectiveness of our pruning method, we employed the
Random Zeroing (RZ) method, which randomly sets adversarial
perturbations to zero. We applied this method and our pruning
method to free up 20% of the adversarial perturbations crafted by
the Lagrangian attack. For Fine-tuning, we employed the Lagrangian
attack as the method to further optimize the Lagrangian adversarial
examples with a lower 𝜆. The dodging attack ASR and average
black-box impersonation ASR results are shown in Table 3. Table 3
demonstrates that our proposed pruning method for adversarial
examples achieves a significantly smaller decrease in ASR than
RZ after pruning 20% of adversarial perturbations, indicating the
effectiveness of our pruning method. After being processed using
the Pruning and Restoration stage of our proposed Adv-Pruning
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Figure 6: The dodging ASR under various JPEG Q values.

method, both impersonation and dodging ASR of the crafted ad-
versarial face examples are recovered and higher than the Baseline
attack method. These results demonstrate the effectiveness of our
proposed Adv-Pruning in improving the dodging performance of
adversarial attacks on FR without compromising the impersonation
attack performance.

The sparsity ratio quantifies the proportion of adversarial pertur-
bations that are allowed to be discarded during the Pruning stage.
This ratio greatly impacts the performance of our proposed attack
method. Hence, we conducted a sensitivity study on the sparsity
ratio to analyze its effect on performance of the algorithm. The La-
grangian attack method based on DI is selected as the Baseline. We
conduct a hyperparameter sensitivity study on LFW using FaceNet
as the surrogate model, and adjust the value of 𝜆̃ to ensure that
the average black-box impersonation ASR results were within a
0.4% absolute difference compared to the Baseline. The dodging
ASR results are illustrated in the right plot of Fig. 7. The results
illustrate that the dodging ASR of our proposed method initially
increases and then decreases as the sparsity ratio increases. When
the sparsity ratio increases, a greater number of adversarial pertur-
bations are pruned, creating more empty regions for the adversarial
perturbations that favor dodging attacks in the Restoration stage.
If the sparsity ratio is set to a too-high value, an excessive number
of adversarial perturbations are allowed to be freed up, resulting in
a degradation of performance for the adversarial examples crafted
by the Priming stage. Consequently, the performance of adversarial
face examples will decrease.

4.4 Analytical Study
Multi-identity Samples among theNatural Face Images:Multi-
identity samples are intriguing samples that can be classified as
multiple classes in FR. In this section, we will explore the exis-
tence of multi-identity samples among the natural face images. We
randomly select negative face pairs from the entire LFW dataset.
Subsequently, we use MF as our FRmodel to extract the embeddings
of the face images in each face pair and calculate the cosine sim-
ilarity between the two images. If the cosine similarity surpasses
the threshold, both images in the pair are classified as belonging to
multiple identities, indicating that they are multi-identity samples.
Our findings demonstrate the presence of multi-identity samples
among the benign face images, as illustrated in the bottom left of
Fig. 1. The multi-identity samples in Fig. 1 closely resemble the
appearances of the identities they are classified into.
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Table 3: Comparisons of ASR (%) results of dodging attack
and impersonation attacks on the LFW dataset. The models
in the second row are the victim models.

ASR𝑑 ASR𝑖
Attack IR152 FaceNet MF
Baseline 2.2 18.2 99.2 25.6

Lagrangian 3.9 26.5 100.0 26.0
Fine-tuning 4.2 26.3 100.0 25.6

RZ 0.6 4.4 94.8 15.1
Pruning 3.4 24.8 100.0 25.4

Adv-Pruning 5.4 32.5 100.0 26.3

To analyze the cause of this phenomenon, we need to consider
the properties of both the multi-identity samples and the FR model.
Commonly-used FR models are well-trained and capable of cor-
rectly classifying the majority of benign face images. However,
there are some benign face images that the FR model fails to clas-
sify accurately, and these samples are referred to as hard samples
[21, 72]. Multi-identity samples are a specific type of hard sample
known as hard negative samples. Typically, hard negative samples
exhibit a similar appearance [67], indicating that the multi-identity
samples among the benign face images share a resemblance.

Universality of Multi-identity Samples among Adversarial
Face Examples: The previous impersonation methods craft adver-
sarial face examples only use the impersonation loss L𝑖 . In this
section, we will investigate the ratio of multi-identity samples and
evaluate the effectiveness of previous impersonation methods in
terms of dodging attacks. We utilize the Multi-identity Sample Ra-
tio (MSR) to gauge the proportion of multi-identity samples in the
adversarial face examples capable of executing successful imper-
sonation attacks. These multi-identity samples can be recognized
as both the attacker and victim identities in the setting of our paper.
The detailed calculation method of MSR is in the supplementary. We
evaluate theMSR, impersonation ASR and dodging ASR usingMF as
the surrogate model on the LFW dataset and the results are demon-
strated in the supplementary. The results demonstrates that most
of the crafted adversarial face examples are multi-identity samples
in the black-box setting. This indicates that most adversarial face
examples generated through previous impersonation attacks are
unable to attain a successful dodging attack in the black-box setting.
Nevertheless, in the white-box setting, the majority of adversar-
ial face examples capable of executing successful impersonation
attacks also demonstrate success in dodging attacks.

To analyze the reason, we consider the metric used to determine
whether two face images belong to the same identity in FR. Since
FR is an open-set task, we rely on the distance in the embedding
space to make decisions. The top of Fig. 1 illustrates two decision
boundaries for each FR model, one for attacker identity and one
for victim identity. In the white-box setting, if we generate adver-
sarial examples using L𝑖 , these adversarial examples can penetrate
a space where they are recognized as the victim identity rather
than the attacker identity. However, the decision boundary of the
black-box model differs from that of the surrogate model. In the
black-box setting, most adversarial examples are found between
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Figure 7: (a) The trade-off between the ASR (%) of imperson-
ation attack and dodging attack of adversarial examples. (b)
The dodging ASR (%) in different sparsity ratios.

the decision boundaries of the black-box model, resulting in the ma-
jority of adversarial examples crafted using L𝑖 being multi-identity
samples. This demonstrates that the adversarial face examples are
positioned near the decision boundary in the black-box setting.

The Trade-off Between the Impersonation Attacks and Dodg-
ingAttacks: Owing to the inherent conflict during the optimization
process of impersonation and dodging losses in the black-box set-
ting, there exists a trade-off between impersonation and dodging
performance. We craft adversarial face examples using Lagrangian
attack and our proposed Adv-Pruning on LFW based on DI. The
average black-box results are demonstrated in the left plot of Fig. 7.

The results illustrate that our proposed method can reduce the
trade-off between impersonation and dodging performance in the
black-box setting. The pruning operation of our proposed Adv-
Pruning serves to sparsify the adversarial perturbations while pre-
serving the impersonation performance. On the other hand, the
restoration operation tends to introduce adversarial perturbations
in the pruned areas, specifically favoring dodging attacks. These op-
erations effectively enhance the dodging attack performance while
maintaining the impersonation attack performance, ultimately mit-
igating the trade-off.

5 CONCLUSION
In this paper, we delve into the issue of multi-identity samples
among adversarial face examples. Our research reveals the univer-
sality of multi-identity samples among adversarial face examples
crafted by previous impersonation attacks and the success of an
impersonation attackmay not necessarily imply the success of dodg-
ing attacks on FR systems in the black-box setting. In order to im-
prove dodging performance without compromising impersonation
performance, we proposed a novel attack, namely Adv-Pruning.
Adv-Pruning comprises Priming, Pruning, and Restoration Stages.
Leveraging our proposed Adversarial Priority Quantification, we
identify less prioritized adversarial perturbations with minimal im-
pact on absolute model output variances. Through our proposed
Biased Gradient Adaptation, biased gradient perturbations are ap-
plied to the sparsified regions, adapting adversarial face examples
to a space favoring evasion attacks. Extensive experiments demon-
strate the effectiveness of our proposed method.
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A THE PSEUDO-CODE OF ADVERSARIAL PRUNING ATTACK METHOD
The pseudo-code of our proposed method based on the Lagrangian attack is illustrated in Algorithm 1.

Algorithm 1 Adversarial Pruning Attack Based on Lagrangian

Input: Negative face image pair {𝑥𝑠 , 𝑥𝑡 }, the number of the iterations of Priming stage 𝑛, the maximum number of iterations𝑚, maximum
allowable perturbation magnitude 𝜖 , the surrogate FR model F , the step size 𝛽 and 𝛾 .

Output: An adversarial face example 𝑥𝑎𝑑𝑣𝑚

1: 𝑥𝑎𝑑𝑣0 = 𝑥𝑠

2: for 𝑡 = 1, ..., 𝑛 do
3: L𝑝 = 𝜆L𝑖 + L𝑑 ⊲ Priming Stage
4: 𝑥𝑎𝑑𝑣𝑡 = 𝑥𝑎𝑑𝑣

𝑡−1 − 𝛽sign
(
∇
𝑥𝑎𝑑𝑣
𝑡−1

L𝑝
)

5: 𝑥𝑎𝑑𝑣𝑡 =
∏
𝑥𝑠 ,𝜖

(
𝑥𝑎𝑑𝑣𝑡

)
6: end for
7: I = |𝑥𝑎𝑑𝑣𝑛 − 𝑥𝑠 | ⊲ Pruning Stage
8: Q = Sort (Ψ (I))
9: W = Q [: 𝜅𝑠]
10: Get M by Eq. (8).
11: 𝑥𝑎𝑑𝑣𝑛 = 𝑥𝑠 +

(
𝑥𝑎𝑑𝑣𝑛 − 𝑥𝑠

)
⊙ M

12: A = 1 −M
13: for 𝑡 = 𝑛 + 1, ...,𝑚 do
14: L𝑟 = 𝜆̃L𝑖 + L𝑑 ⊲ Restoration Stage
15: 𝑥𝑎𝑑𝑣𝑡 = 𝑥𝑎𝑑𝑣

𝑡−1 − 𝛾sign
(
∇
𝑥𝑎𝑑𝑣
𝑡−1

L𝑟
)

16: 𝑝 = A ⊙
(
𝑥𝑎𝑑𝑣𝑡 − 𝑥𝑎𝑑𝑣𝑛

)
17: 𝑥𝑎𝑑𝑣𝑡 =

∏
𝑥𝑠 ,𝜖

(
𝑥𝑎𝑑𝑣𝑛 + 𝑝

)
18: end for

B THE OPTIMIZATION OBJECTIVE OF THE IMPERSONATION AND DODGING ATTACKS
The objective of impersonation attacks in our research is to craft an adversarial example 𝑥𝑎𝑑𝑣 that causes the model F 𝑣𝑐𝑡 to incorrectly
classify it as the target sample 𝑥𝑡 , while simultaneously maintaining a high degree of visual similarity between 𝑥𝑎𝑑𝑣 and the original sample
𝑥𝑠 . To be more specific, the objective can be expressed as follows:

𝑥𝑎𝑑𝑣 = arg min
𝑥𝑎𝑑𝑣

(
D

(
F 𝑣𝑐𝑡

(
𝑥𝑎𝑑𝑣

)
, F 𝑣𝑐𝑡 (𝑥𝑡 ) ))

s.t.∥𝑥𝑎𝑑𝑣 − 𝑥𝑠 ∥𝑝 ≤ 𝜖

(13)

where D refers to a predefined distance metric, while 𝜖 specifies the maximum magnitude of permissible perturbation.
In contrast, the dodging attacks introduced in this study aim to prevent the model F 𝑣𝑐𝑡 from correctly recognizing 𝑥𝑎𝑑𝑣 as the source

sample 𝑥𝑠 . This is achieved while maintaining a visually similar appearance between the adversarial example 𝑥𝑎𝑑𝑣 and the original input 𝑥𝑠 .
In a manner similar to impersonation attacks, the objective of dodging attacks can be formulated as follows:

𝑥𝑎𝑑𝑣 = arg max
𝑥𝑎𝑑𝑣

(
D

(
F 𝑣𝑐𝑡

(
𝑥𝑎𝑑𝑣

)
, F 𝑣𝑐𝑡 (𝑥𝑠 ) ))

s.t.∥𝑥𝑎𝑑𝑣 − 𝑥𝑠 ∥𝑝 ≤ 𝜖

(14)

C THE PROOF OF THE SUPREMUM OF THE ABSOLUTE VARIANCE
In this section, we will provide the proof of the supremum of the absolute variance of the output of F before and after pruning. The absolute
variance can be expressed as follows:

𝜌 = ∥F (𝑥 + 𝛿) − F (𝑥) ∥ (15)
where 𝛿 is the adversarial perturbation, ∥ · ∥ is the 2-norm.

Let us revisit an early hypothesis posited by Goodfellow et al. [14], suggesting that the linear nature of modern DNNs, resembling linear
models trained on the same dataset, is the underlying cause of adversarial examples and their surprising transferability [15]. Based on the
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Table 4: Comparisons of ASR results (%) of dodging attack and impersonation attacks on the LFW dataset using the negative
cosine similarity loss. The models in the second row are the victim models.

ASR𝑑 ASR𝑖
IR152 FaceNet MF

Baseline 2.2 16.1 99.4 25.4
Baseline + Lagrangian 4.0 26.5 100.0 26.0
Baseline + ours 8.1 39.7 100.0 26.2

hypothesis, the FR model F can be represented in the following linear form:

F (𝑥) = 𝜔𝑥 + 𝑏 (16)

where 𝜔 is the weight vector, and 𝑏 is the bias term.
Hence, the absolute variance of the output of the function F can be articulated as:

𝜌 = ∥F (𝑥 + 𝛿) − F (𝑥) ∥
= ∥𝜔 (𝑥 + 𝛿) + 𝑏 − (𝜔𝑥 + 𝑏) ∥
= ∥𝜔𝛿 ∥ ≤ ∥𝜔 ∥∥𝛿 ∥ = ∥𝜔 ∥I (17)

The supremum of the absolute variance is given by ∥𝜔 ∥I. Within the context of gradient-based adversarial attacks, the parameters of
the neural networks are typically held constant. Consequently, the vector 𝜔 can be treated as a constant. From this, we can deduce that
the supremum of the absolute variance in the output of F is directly proportional to the priority measure I. It follows that adversarial
perturbations of greater magnitude are more prioritized, as they exert a more pronounced influence on the output of the face recognition
model F .

D THE CALCULATION METHOD OF THE ATTACK SUCCESS RATE
Due to the different objectives of the impersonation and dodging attacks, the calculation methods for the ASR also vary between the two
attack types. When it comes to impersonation attacks on FR, the ASR can be computed as:

ASR𝑖 =

∑𝑁𝑝

𝑖=1 1
(
D

(
F 𝑣𝑐𝑡

(
𝑥𝑎𝑑𝑣

)
, F 𝑣𝑐𝑡

(
𝑥𝑡
) )

< 𝑡𝑖
)

𝑁𝑝
(18)

where 𝑁𝑝 refers to the total number of face pairs and 𝑡𝑖 represents the impersonation attack threshold. For dodging attacks on FR systems,
the ASR can be computed via the following formula:

ASR𝑑 =

∑𝑁𝑝

𝑖=1 1
(
D

(
F 𝑣𝑐𝑡

(
𝑥𝑎𝑑𝑣

)
, F 𝑣𝑐𝑡 (𝑥𝑠 )

)
> 𝑡𝑑

)
𝑁𝑝

(19)

where the value of 𝑡𝑑 represents the threshold for dodging attacks.

E THE CALCULATION METHOD OF THE MULTI-IDENTITY SAMPLE RATIO
Multi-identity Sample Ratio (MSR) is the proportion of multi-identity samples that can be recognized as both the attacker and victim identities
in the adversarial face examples capable of executing successful impersonation attacks. The detailed calculation method of MSR be expressed
as:

MSR =
|S1 ∩ S2 |

|S2 |
(20)

where S1 and S2 are the set of the adversarial examples that are identified as the attacker and victim identities, respectively. Therefore, the
S2 is the set of adversarial face examples that can perform a successful impersonation attack.

F RESULTS ON NEGATIVE COSINE SIMILARITY LOSS
Apart from the normalized 𝐿2 distance loss (i.e. Eq. (1) and Eq. (2)), the negative cosine similarity loss is also a commonly used loss function
in adversarial attacks on FR systems. In this section, we will assess the effectiveness of our proposed method regarding the negative cosine
similarity loss.

For impersonation attacks, the negative cosine similarity loss can be expressed as:

L𝑖
𝑐 = 1 − cos

(
F

(
𝑥𝑎𝑑𝑣

)
, F

(
𝑥𝑡
) )

(21)

where cos (𝑒, 𝑒′) is the function to calculate the cosine similarity between 𝑒 and 𝑒′.
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Table 5: The results (%) on the LFW dataset using MF as the surrogate model. The models on the first row are the victim models.

ASR𝑑 ASR𝑖
IR152 FaceNet MF

SA 99.4 45.9 2.1 44.5
SA + Lagrangian 100.0 49.2 3.4 44.8
SA + ours 100.0 54.9 4.7 46.4

Table 6: The results (%) on the LFW dataset using MF as the surrogate model. The models on the first row are the victim models.

Attack Metric IR152 FaceNet MF

DI
MSR 95.6 75.7 0.8
ASR𝑖 18.4 32.9 100.0
ASR𝑑 2.2 18.2 99.2

VMI
MSR 97.0 88.6 0.3
ASR𝑖 13.6 20.2 100.0
ASR𝑑 1.0 8.4 99.7

SSA
MSR 98.6 92.8 1.5
ASR𝑖 13.8 19.6 100.0
ASR𝑑 0.7 5.9 98.5

DFANet
MSR 98.6 96.6 0.4
ASR𝑖 7.0 11.9 100.0
ASR𝑑 0.2 1.5 99.6

SIA
MSR 97.4 83.9 1.6
ASR𝑖 15.7 26.7 100.0
ASR𝑑 1.0 10.6 98.4

BSR
MSR 98.1 96.8 15.1
ASR𝑖 5.4 9.5 100.0
ASR𝑑 0.4 3.7 84.9

BPFA
MSR 96.2 92.1 2.3
ASR𝑖 15.8 17.8 100
ASR𝑑 0.9 4.6 97.7

Similarly, the negative cosine similarity loss for dodging attacks can be formulated as follows:

L𝑑
𝑐 = 1 + cos

(
F

(
𝑥𝑎𝑑𝑣

)
, F

(
𝑥𝑠
) )

(22)

To evaluate the effectiveness of our proposed method on the negative cosine similarity loss, we use DI as the Baseline to craft adversarial
face examples using the negative cosine similarity loss L𝑖

𝑐 and L𝑑
𝑐 as L𝑖 and L𝑑 , respectively. The performance is demonstrated in Table 4.

Table 4 demonstrates that the performance of both impersonation and dodging improves after integrating our proposed attack method
into the Baseline attack. This further highlights the effectiveness of our method regarding the negative cosine similarity loss.

G RESULTS ON SIBLING-ATTACK
Sibling-Attack [30] (abbreviated as SA) is a cutting-edge adversarial attack on FR that demonstrates considerable effectiveness in enhancing
the transferability of adversarial attacks on FR. SA employs a surrogate model with a two-branch multi-task neural network, which differs
from the surrogate models discussed in Section 4.2. Consequently, we exclusively consider SA for comparison with our method.

We aligned the attack setting with the official SA implementation and integrated our proposed Adv-Pruning with SA. The FFHQ dataset,
provided by the official SA page1, is chosen as the dataset for generating adversarial face examples. The results are depicted in Table 5.

Table 5 demonstrates that the incorporation of our proposed method results in enhancements in both dodging and impersonation
performance. This further demonstrates the effectiveness of our proposed attack method in enhancing the dodging attack performance
without compromising the impersonation attack performance.

1https://github.com/Tencent/TFace/tree/Adv-Attack-Defense/security/tasks/Adv-Attack-Defense/Sibling-Attack
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H RESULTS ON MSR OF PREVIOUS IMPERSONATION ATTACKS
Following the same experimental setting of Section 4.4, we conduct experiments on various previous impersonation attacks. The results are
shown in Table 6.

As indicated by Table 6, the majority of the crafted adversarial face examples are multi-identity samples in the black-box setting. This
observation suggests that the majority of adversarial face examples, which are generated through the previous impersonation attacks, fail to
achieve a successful dodging attack in the black-box setting.

I HOW DOES OURWORK CONTRIBUTE TO MULTIMEDIA PROCESSING?
Face images are crucial components of multimedia. Consequently, investigating adversarial attacks on FR is of great importance for bolstering
security and privacy of multimedia processing. Our work contributes to multimedia processing by enhancing the robustness and reliability
of face images in the multimedia sphere by exposing more blind spots. By identifying vulnerabilities in these multimedia systems using face
images through adversarial attacks, we can develop more robust algorithms and techniques to improve the security and privacy of these
multimedia systems. This contributes to the overall improvement of security and privacy in multimedia processing applications where face
images are used, such as virtual makeup try-ons, photo tagging, and social media filters.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Adversarial Attacks
	2.2 Adversarial Attacks on Face Recognition

	3 Methodology
	3.1 Problem Formulation
	3.2 Exploring the Impersonation and Dodging Attack on Face Recognition
	3.3 Adversarial Pruning Attack

	4 Experiments
	4.1 Experimental Setting
	4.2 Comparison Study
	4.3 Ablation Study
	4.4 Analytical Study

	5 Conclusion
	References
	A The Pseudo-code of Adversarial Pruning Attack Method
	B The Optimization Objective of the Impersonation and Dodging Attacks
	C The proof of the supremum of the absolute variance
	D The Calculation Method of the Attack Success Rate
	E The Calculation Method of the Multi-identity Sample Ratio
	F Results on Negative Cosine Similarity Loss
	G Results on Sibling-Attack
	H Results on MSR of Previous Impersonation Attacks
	I How Does Our Work Contribute to Multimedia Processing?

