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Background – Feature Engineering for Tabular Data

14 December 2024Jaris Küken | University of Freiburg - Machine Learning Lab | 2

Goal: Create new features that improve predictive accuracy

Age + # Pills Taken

64
52
73
…

Age Past Treatment # Pills Taken

59 Yes 5
42 No 10
67 Yes 6
… … …

Reaction to Drug

Positively
Negatively
Negatively

…



Background – LLMs for Feature Engineering for Tabular Data
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Goal: Use an LLM to suggest new features based on their world knowledge that 
improve predictive accuracy 
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Abstract

As the field of automated machine learning (AutoML) advances, it becomes in-
creasingly important to incorporate domain knowledge into these systems. We
present an approach for doing so by harnessing the power of large language models
(LLMs). Specifically, we introduce Context-Aware Automated Feature Engineering
(CAAFE), a feature engineering method for tabular datasets that utilizes an LLM to
iteratively generate additional semantically meaningful features for tabular datasets
based on the description of the dataset. The method produces both Python code for
creating new features and explanations for the utility of the generated features.

Despite being methodologically simple, CAAFE improves performance on 11 out
of 14 datasets - boosting mean ROC AUC performance from 0.798 to 0.822 across
all dataset - similar to the improvement achieved by using a random forest instead
of logistic regression on our datasets.

Furthermore, CAAFE is interpretable by providing a textual explanation for each
generated feature. CAAFE paves the way for more extensive semi-automation in
data science tasks and emphasizes the significance of context-aware solutions that
can extend the scope of AutoML systems to semantic AutoML. We release our
code, a simple demo and a python package.

CAAFE

User: Specifies
problem context

and dataset

LLM: Generates
Code for feature

engineering

Interpreter:
Executes

generated code

Tabular Pre-
diction Model:

Performs
cross-validation.

Evaluate Performance.
Keep change if performance is improved.

Figure 1: CAAFE accepts a dataset as well as user-specified context information and operates by
iteratively proposing and evaluating feature engineering operations.

37th Conference on Neural Information Processing Systems (NeurIPS 2023).
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Noah Hollmann et al. ”Large Language Models for Automated Data Science: Introducing CAAFE for Context-Aware Automated Feature Engineering” NeurIPS (2023)

Our Research Question: 
Do LLMs exhibit a bias that negatively impacts the quality of engineered features? 



Method – Overview
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1. Select a suitable list of datasets (unknown to the LLM)
2. Feature Engineering:

a) Engineer new features with an LLM
b) Search the optimal features with black-box automated feature engineering (OpenFE)

3. Compare the frequency of operators used during feature engineering



Results – Feature Engineering with LLMs is Biased Towards Simple 
Operators 
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Results – Details
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Results – The Bias of LLMs Negatively Impacts Feature Engineering 

14 December 2024Jaris Küken | University of Freiburg - Machine Learning Lab | 7



Ablation – More Powerful Models
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Conclusions
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Key Takeaways
• LLMs heavily favor simple operators
• OpenFE outperforms feature engineering with LLMs
• Consider the existing bias when using context aware automated feature engineering with LLMs

This work is a call for action to… 
• Develop mitigation strategies (e.g. in-context learning, fine-tuning,…) to reduce bias
• Enhance LLM robustness in order to reliably identify and favor optimal operators for feature 

generation
• Improve automation, such that LLMs cam serve as dependable, automated feature engineering 

experts



Thank You!

14 December 2024Jaris Küken | University of Freiburg - Machine Learning Lab |

Jaris Küken
University of Freiburg
kuekenj@cs.uni-freiburg.de

Lennart Purucker
University of Freiburg
purucker@cs.uni-freiburg.de

Paper Code

Corresponding Authors


