
Annotation guidelines
The Task: Combination Mining
Recombination is the process of combining existing 
ideas/concepts/components/technologies to create something new - a whole 
greater than the sum of its parts. It is a great catalyst for innovation: discovering 
that two known concepts can work together in a synergistic way inspires creative 
new solutions to problems.

 

Analogies (or inspirations) are a special type of recombination: associating similar 
ideas from different domains.

Wheels + Suitcase = Suitcase on Wheels!
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This annotation task aims to collect training data for a model that would learn to 
recombine ideas successfully.

Use Cases
Researchers can use this model as a helpful tool to find new and interesting 
research directions. Imagine a system that allows you to explore recombinations 
across science, and suggest combinations of ideas for specific problems.

Guidelines
The aim of this task is to gather data that helps identify combinations 
automatically. Your job is to spot the different parts of combinations (including 
analogies) in the text and connect them based on how the authors have combined 
them.

General Guidelines for Entity Annotation
When In doubt → avoid annotating.

When contemplating the length of a span → take the largest one possible.

Analogies help transfer novel ideas between different fields. 
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Don’t include punctuation marks on the spans start/end if you can (for 
example, avoid including a full stop at the end of a sentence). The same 
applies to spaces, tabs and so on.

To consider whether a certain annotation is good, it’s often helpful to think of 
an end user of the model (like the researcher in ): Would a user of this model 
be happy to get this output? Given the first combination element, is it helpful to 
get the second? 

Entity Types

comb-element
A comb-element should be an idea (e.g. a method/model/technique/approach) 
that the authors combine with other comb-elements (one or more) to address 
a goal.

The combination itself should be part of the core idea of the paper (suggested 
by the authors) or a core idea in a cited work.

The authors should say explicitly that they combine the elements.

Example

The authors suggest combining “multi-vector dense representation” (one combination 
element) with “sparse lexical representations” (another combination element)
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Example (more than 2 combination elements)

Example (vague combination elements)

Example (distinct elements aren’t necessarily combination elements)

In the above examples, the authors integrate various graph-mining algorithms, but they are 
unknown, and it’s impossible to annotate them as combination elements.
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Example (no combination elements)

analogy-src & analogy-target
The analogy source is the domain/idea/concept we derive inspiration from.

The analogy target is the domain/idea/concept benefiting from this inspiration.

The analogy should be part of the core idea of the paper.

Avoid analogy annotation when the source and target are too ambiguous.

Example (unclear source and target)

The new object detection approach is constructed from a few distinct components, but they 
are listed as sequential phases in a pipeline, and not working together in synergy. They don’t 

create recombination.

Nothing in the text suggests recombination. 

Annotation guidelines 5



✍🏻 Tip: Try replacing <SRC> and <TRGT> in the following template with the 
analogy source and target you’ve annotated:
”The authors took inspiration from 
<SRC> for <TRGT>”

Relation Types

combination

✍🏻 (comb-element-1, comb-element-2, ….comb-element-n, )

Connects the elements combined together.

analogy

✍🏻 (analogy-src, analogy-target) 

Connects an analogy source to the corresponding analogy target.

Document class
Classes applied to the whole document.

relevant
A document is relevant if one of the following holds:

It’s simple to notice that “Burgers equation” is a good candidate for an analogy-src entity, 
however, there’s not enough information in the text to infer a meaningful description of the 

analogy target. In this case, we should avoid analogy annotation overall.  
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1. It discusses a combination. You should be able to annotate a combination 
relation.

2. It discusses an analogy.  You should be able to annotate an analogy relation. 

bad-data
The data is badly parsed. Common issues:

Visible LaTeX - all math is replaced by MATH-i  placeholders when 
preprocessing the data for annotation. When LaTeX shows in the text is a sign 
the entry wasn’t processed correctly.

Chopped off sentences.

Anything else out of the ordinary

✍🏻 Please use this class in moderation. Preferably only when the issue 
affects the annotated spans. 

irrelevant
The document doesn’t fall under the previous two categories.

Example of visible LaTeX in a document.
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