A PRELIMINARIES

A.1 MODELING REPRESENTATION SPACE OF SIGMOID-BASED DETECTOR

In this section, we describe modeling the representation space of a sigmoid-based object detector
by fitting a multivariate Gaussian distribution. We denote the random variable of the input and its
label of a linear classifier as x € X and y = {y.}c=1,....c € V,y. = {0, 1}, respectively. Then, the
posterior distribution defined by the linear classifier whose output is formed by the sigmoid function
can be expressed as follows:
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where w, and b, are the weights and bias of the linear classifier for a category c, respectively.

Gaussian Discriminant Analysis (GDA) models the posterior distribution of the classifier by assuming
that the class conditional distribution (P(x|y)) and the class prior distribution (P(y)) follow the
multivariate Gaussian and the Bernoulli distributions, respectively, as follows:
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where 11701} and X1 1y are the mean and covariance of the multivariate Gaussian distribution, and
B{0,1y is the unnormalized prior for the category c and the background.

For the special case of GDA where all categories share the same covariance matrix (i.e., X9 = X1 =
Y.), known as Linear Discriminant Analysis (LDA), the posterior distribution (P(y.|x)) can be
expressed with P(x|y.) and P(y..) as follows:
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Note that the quadratic term is canceled out since the shared covariance matrix is used. The posterior
distribution derived by GDA in eq. |3|then becomes equivalent to the posterior distribution of the
linear classifier with the sigmoid function in eq.|lI|when we = (j10) ' S and b, = —Spg Bl +
%MOT Y1po + In B1/Bo. This implies that the representation space formed by x can be modeled by a
multivariate Gaussian distribution.

Based on the above derivation, if x is the output of the penultimate layer of an object detector for a
region proposal, and a linear classifier defined by w,. and b, is the last layer of the object detector, it
can be said that the representation space of the object detector for a category c can be modeled with a
multivariate Gaussian distribution. In other words, the representation space for a category c can be
represented by two parameters yiq (i.e., i) and X, of the multivariate Gaussian distribution.

Discussion. The sigmoid function can be viewed as a special case of the softmax function defined
for a single category as both functions take the form of an exponential term for the category-of-
interest normalized by the sum of exponential terms for all considered categories. Therefore, it is
straightforward to derive the modeling for the sigmoid-based detector from the previous work Lee
et al.| (2018), who shows that the softmax-based classifier can be modeled with a multivariate
Gaussian distribution in the representation space. However, our derivation is still meaningful in that
it extends the applicability of an existing modeling limited to a certain type of classifier (i.e., based
on softmax) to general object detectors (i.e., based on sigmoid). Most object detectors, especially
one-stage detectors, generally use the sigmoid function, which does not consider other categories
when calculating the model output for a certain category, since more than one category can be active
on a single output.



A.2 CROSS-ENTROPY WITH MIXTURE OF DELTA DISTRIBUTIONS AND MULTIVARIATE
GAUSSIAN DISTRIBUTION

In this section, we derive the cross-entropy of two distributions that are modeled by a mixture of
delta distributions and a multivariate Gaussian distribution as the normalized sum of Mahalanobis
distances. Assume that the data distributions P and @) in two sets Dp and Dg can be modeled by
density functions (p and q) that take the form of a mixture of delta distributions and a multivariate
Gaussian distribution, respectively, as follows:
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where d(x) is a Dirac delta function whose value is zero everywhere except at x = 0 and whose
integral over X', which is the entire space of x, is one. p and Y are two parameters of the multivariate
Gaussian distribution, which can be calculated empirically over all x € Dy,.

Then, the cross entropy, which statistically measures the difference from ) to P where Q) is treated
as the reference distribution, can be expressed as:

H(P,Q) = — / p() In g(x)dx
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Using two basic rules of i) [, (3, fu(2))dz =Y, ([, fn(z)dz) if the summation is performed
on a finite set, and ii) [, d(z — a) f(x)dz = f(a) if f(z) is continuous on X, the cross entropy in
eq.[6can be derived as:
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Note that conditions for realizing the two basic rules are satisfied in our scenario, as i) the summation
is computed on a finite set Dp, and ii) a log of the multivariate Gaussian distribution is continuous on
X.

In our scenario where the cross-entropy is used to compare the distribution gaps of different test
datasets (here, Dps) while the reference dataset (Dg) is fixed, and it is computed on the representation
space of the detector, the cross-entropy can be expressed as:
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x€Dp

where f(-) is the output of the detector in the representation space. The second term of eq.[7|can be
regarded as a constant since k (the dimension of the representation space) and X (parameter of the
reference dataset D) are not affected by the test dataset Dp.

B IMPLEMENTATION DETAILS

PTL. We followed the original PTL paper|Shen et al.| (2023) for all architectural details and training
specifications of PTL except for the numbers of training epochs and iterations. The numbers of
training epochs (used in sim2real transformer training) and training iterations (used in detector
training) are modified to adopt a training time curtailment strategy. Specifically, in the original PTL,



Table 1: Wall-clock Training time breakdown for sim2real transformer training and detector
training. Training time is shown in mins. The numbers in the parentheses indicate training epochs and
iterations for the corresponding PTL iteration for sim2real transformer training and detector training,
respectively.

(a) sim2real transformer, Vis-20 (b) detector, Vis-20
from-prev-iter 0 1 2 3 4 from-prev-iter 0 1 2 3 4 5
28 (100) 41 (100) 56 (100) 69 (100) 83 (100) 40 (6.0k) 36 (6.0k) 32 (6.0k) 28 (6.0k) 25 (6.0k) 22 (6.0k)
v 28 (100) 8 (200 12 (20) 14 (20) 17 (20) v 40 (6.0k) 24 (1.2k) 21 (1.2k) 19 (1.2k) 17 (1.2k) 15 (1.2k)
(¢) sim2real transformer, Vis-50 (d) detector, Vis-50
from-prev-iter 0 1 2 3 4 from-prev-iter 0 1 2 3 4 5
87 (100) 101 (100) 114 (100) 128 (100) 142 (100) 40 (6.0k) 38 (6.0k) 36 (6.0k) 35 (6.0k) 33 (6.0k) 31 (6.0k)
v 87 (100) 20 (20) 23 (20) 26 (20) 29 (20) v 40 (6.0k) 25 (1.2k) 24 (1.2k) 23 (1.2k) 22 (1.2k) 21 (1.2k)

the sim2real transformer and detector are trained for 100 epochs and 6.0k iterations, respectively, but
when adopting the strategy, they are trained for 20 epochs and 1.2k iterations, respectively, after the
Oth iteration.

Random selection. For random selection, we used the PTL implementation after modifying the
synthetic data selection. In particular, while PTL is designed to select synthetic images by weighting
images closer in domain gap to the training set, this selection is modified to randomly select synthetic
data. All other parts except this selection process of the PTL training pipeline were used unchanged.

Subsets of synthetic data pool The Archangel-synthetic dataset ? was originally created by varying
the five rendering parameters as follows: 10 altitudes (from 5m to 50m at 5m interval), 6 radii (from
5m to 30m at 5m interval), 12 angles (from 0° to 330° at 30° interval) 8 human characters (Juliet,
Kelly, Lucy, Mary, Romeo, Scott, Troy, and Victor), and 3 human poses (stand, prone, squat). Each
subset of the synthetic data pool is built using a sparse set of each rendering parameter, as follows:

* SAIt: using sparser 5 altitudes from 10m to 50m at 10m interval.

* SRad: using sparser 3 radii from 10m to 30m at 10m interval.

* SAng: using sparser 6 angles from 0° to 300° at 60° interval.

* SCha: using sparser 4 human characters of Juliet, Kelly, Romeo, and Scott.

* SPos: using sparser 1 human pose of standing.

For each subset, all other parameters were the same as those of the original pool, except for the
rendering parameter indicated to be used sparsely.

C NUMERICAL RESULTS

In this section, we present the numerical results of the graphs used for analysis in the main manuscript
and additional results not presented in the main manuscript.

C.1 CURTAILMENT OF PTL TRAINING TIME

The reduced training time and altered accuracy by adopting the tune-from-previous-iteration strat-
egy is reported in the main manuscript. Here, we also present the reduced time for two separate
components of the PTL training pipeline that are affected by the strategy: detector training and
sim2real transformer training (Table[I). The corresponding training times (in mins) with and without
the strategy for every PTL iteration in Vis-20/50 settings are shown in the table. It is noteworthy
that training time per PTL iteration is longer in Vis-50 than Vis-20 when using the same numbers
of training iterations and epochs. This is because in our experimental setting, the real images are
larger in size than the synthetic images (the image sizes of VisDrone images used as real data and the
Archangel-Synthetic images used as synthetic data are 2000 1500 and 512512, respectively) and
thus require more computation time, and account for a larger portion of the training set in Vis-50.



Table 2: Numerical results with the size of real dataset. In each bin presenting accuracy, the mean
and standard deviation of AP@.5 and AP@].5:.95] calculated over 3 runs are reported.

(a) Same-domain and cross-domain accuracy in the Vis-N

setup | w/synth VisDrone Okutama ICG HERIDAL SARD

Vis-20 3.43+057/0.98+0.12 18384874/ 4734261 2.14:070/ 04341015 TA14345/ 2134108 7244332/ 2.07+104
v 6.18:047/1.82+033 29931301/ 7.18+1090 29.30+270/ 8.09+033 28.61:201/ 9.57+115 34964326/ 11.53+1.00

Vis-50 6.132028/ 1.842021  25.65+4.62/ 6981156  6.57:041/ 1.48+0s0 12124335/ 3.93+117 17731158/ 492100
v 8.91:020/2.79+008  37.67+050/ 9.80+025 32.86:536/ 9.641205 36.88+379/ 12164195  45.75+2.16/15.924

Vis-100 7.91-0.15/2.36+007  31.37+149/ 821+020  7.60+151/ 1.81=032 14.64+604/ 4.59+147 18.27+125/ 5.42+050
v 10.56:049/3.29:023 41184335/ 10.86+1.07  35.69+1.65/11.02+155 38544775/ 13.372036  48.15+1.18/17.0510587

Vis-200 10.55+1.41/3.18055  38.58+451/10.254166  6.50+317/ 1.39:063 14762976/ 4.68:272  21.87+7.48/ 6.9841.97

v 1278045 /4101025 46.62:093/ 12371021 30.48:03:/ 8214043 37.60:2.12/ 1374146 49.60+ 175/ 17.73 0.9
(b) Same-domain accuracy w/o synthetic data and its ratio to the Vis-IN (w/ synthetic data) when using the same
number of real images

# of real image
testset 20 50 100 200

accuracy Okutama 37934175/ 9.93+016  51.314205/14.132000  55.98+0.75/16.68+0.45  64.76-0.97/20.28-+0.1
ratio to Vis-N (w/ synth) 0.79/0.72 0.73/0.69 0.7470.65 0.72/0.61
accuracy G 40.36+096/10.63+038  60.95+1.76/19.57 119  73.23+076/27.53+095  84.21+1.50/35.98+1.20
ratio to Vis-N (w/ synth) 0.73/0.76 0.54/0.49 0.49/0.40 0.36/0.23
accuracy HERIDAL 41.39:286 /12754152 58974286/ 19.76:£096  65.78+4070/26.27+125  T1.53+0.49/31.18+1.70
ratio to Vis-N (w/ synth) 0.69/0.75 0.63/0.62 0.59/0.51 0.53/0.44
accuracy SARD 33441030/ 8524220  51.35+168/ 15284078  66.81:+3.15/23.75+179  75.76+1.62/30.17+0.98
ratio to Vis-N (w/ synth) 1.05/1.35 0.89/1.04 0.72/0.72 0.65/0.59

C.2 SCALABILITY BEHAVIOR OF REAL DATA

In Table 2] we present numerical results used to generate Fig. 2 of the main manuscript. Specifically,
the numbers in Table correspond to Fig. 2(a) and (b) of the main manuscript while the numbers
in Table [2b] are matched to Fig. 2(c). The results using AP@.5 follow a similar trend to those using
AP@].5:.95], which have been analyzed in the main manuscript.

C.3 SCALABILITY BEHAVIOR OF SYNTHETIC DATA

In Table (3| we present numerical results used to generate Fig. 4 of the main manuscript. The results
using AP@.5 follows a similar trend to those using AP@[.5:.95], which have been analyzed in the
main manuscript.

In Figure[I] we also show the scatter plots of detection scores and Mahalanobis distances for different
numbers of synthetic images used in training. Among different experimental settings, we present the
scatter plots for three cases: i) testing on the Okutama-Action dataset in Vis-50, ii) testing on the
SARD dataset in Vis-100, and iii) testing on the HERIDAL dataset in Vis-200. For reference, the first
case is the same as the scatter plots in Fig. 3(b) and Fig. 5 of the main manuscript. To better focus
on the distribution of each scatter plot, scatter plots are shown separately for each size of synthetic
data. In the main manuscript, these scatterplots are shown together in one figure to emphasize the
differences between the plots. The observations of change in the scatter plots for the other two cases
are similar to those in the first case, which has been analyzed in the main manuscript.
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Table 3: Numerical results with the size of synthetic dataset. ‘Random’ denotes random selection.

(a) Vis-20
# of synthetic image
method test set 0 100 500 1000 2000
PTL . B 5.88+058/ 1.73+021  6.48+056/ 1.89+013  6.28+086/ 1.76+028  6.18:047/ 1.82+033
Random | V010N | 30T L0900 g0 6300 6402055/ 179500 6414000/ 185000 609060/ 175000
PTL Okutama | 1838574/ 473261 28.01+289/ 6.73+080 30.54+106/ 7.24+036 29.63+121/ 6.90+041 29.93+301/ 7.18+0.90
Random 27.54+140/ 6.18+062 2820+174/ 6.30+034 27.20+090/ 6.08+024 27.80-+3.03/ 6.08-£0.99
PTL 1CG 2145070/ 0.431015 15164385/ 3.58+124  23.03+468/ 6.13+1.79  26.70+186/ 7.47+137 29.30+270/ 8.09+033
Random 8974067/ 1.97+020 29.62+203/ 8.06+030 26.69+621/ 7.39+1.14 33.70+085/ 9.54+087
PTL HERIDAL | 7.11545 7 2134108 20.24+385/ 5.87+183 26.50:3.02/ 7.86+1.00 26981538/ 8.49+1.14 28.61+1201/ 9.57 1113
Random 14.824257/ 394100 23.37+219/ 6.77+092 25984292/ T.41+075 29.22+455/ 9.02+1.95
PTL 2451339/ 7.37+135 34741903 /11114114 35.65+307/11.90+078  34.96+326 /11.53+1.06
Random | SARD | T2l 20T s ) 652010 3498500 /1118517 3735405 /1178206 40.01 207 /1336055
(b) Vis-50
# of synthetic image
method test set 0 100 500 1000 2000
PTL 8.48+026/ 2.55+0.10  9.27+020/ 2.84+012  9.39+012/ 2981007  891x020/ 2.79+008
1 .13 26 . 9
Random | VSDIONe | G130 LB 2430 0231000/ 27T 500s 897400/ 270401 9.01-050/ 2.69-00:
PTL 35214467/ 9454170 37.94+184/ 9.88+076 37.17+2.10/ 9.63+095 38.85+334/10.04+1.10
Random | OXUAMa | 2365502l 698L150 3y b6 L 84610 3448505/ 8Adio0n 33685040/ 812000 3329050/ 7,92+ 10
PTL ICG 6.571041/ 148205 16.87+223/ 4.16+071  29.70+3.13/ 7.27+127 3094670/ 8.57+251 32.86+536/ 9.64+2.03
Random 14432072/ 324000 28.78+490/ 7.05+165 31.45+149/ 8.72+144 3551212/ 9.69+033
PTL HERIDAL | 12.12+5335/ 3.93+1.17 22.81+143/ 7.22+050 31.62+132/10.27+074  33.24+166/11.31+130 36.88+379/12.16+1.93
Random 21714004/ 6.56:072 29.87+393/ 9734139 32.11+548/10.414296  34.06-5.59 /11.08-+2.31
PTL SARD 177351 55/ 4.92-001 32184375/ 9.77+106  43.67+401 /14.33+166  43.59+231/14.15+217  45.75+216/15.92+1.73
Random 30.741601/ 9410065 3852088 /12.102096 44.28+2383/14.30+£1.68 45.56£3.26/15.21£1.64
(c) Vis-100
# of synthetic image
method test set 0 100 500 1000 2000
PTL VisDrone 7915013/ 2362001 9.58+057/ 294021 10.79+028/ 3.40+000 10.82+045/ 3.41+007 10.56+049/ 3.29+023
Random 9.13+060/ 2.64+016 10.66+0.10/ 3.23+000 10.67+043/ 3.28+0.14 10.13+027/ 3.11+003
PTL 36.61+446/ 9.89+128 40.37+4.12/10.41+091 40.76+469/10.48+1.12  41.18+335/10.86+1.07
3 v/ 8. 29
Random | X0 | AITHL 0l BIL00 yy 0 01 9.05 055 38020060/ 951100 388002/ 977 02 38181109/ 9.50:040
PTL ICG 7600151/ 1.81000 18.194347/ 447092 31.81+363/ 8904140 35.38+843/10.17+230 35.69+1.65/11.02+1.35
Random 16.33+134/ 3.66+057 31.67+323/ 7514120 32984274/ 8.90+123 38.75+2.49/10.76-+0.9
PTL HERIDAL | 14.64560:/ 4.5941 41 25.14+932/ 8.23+254  35.00+630 /12.15+1.58  37.31+4.15/13.38+073  38.54+7.75/13.37+2.36
Random 23.77+778/ 7432013 34.28+7.17/11.83+237 35.89+474/12.69+1335 40.59-+5.17 /14.18-+2.50
PTL SARD 182741557 5.42.105 31.16+5.12/ 9.58+186 42.93+258/13.98+120 46.04+230/15.58+073 48.15+1.18/17.05+0.87
Random 30.55+277/ 9.37+068  40.69+034/13.13+0.12  44.10+384 /14744160 45.62+505/15.13+2.15
(d) Vis-200
# of synthetic image
method test set 0 100 500 1000 2000
PTL VisDrone | 10.55+ 141/ 318405 11.65+0587/ 3.55+035 12742090/ 3.994035 12.96+068/ 4.16+043 12780438/ 4.10+028
Random 11354123/ 3424052 12.07+1.01/ 3724046 12.63+059/ 3.95+036  12.59+1.17/ 3.97+0.49
PTL Okutama | 3858151 /10.25- 1.6 40.23+220/10.71 4112 45564044 /12.44+051  47.79+247/12.99+039  46.62+093/12.37+021
Random 39.99+28 /1043048 39.95:233/10.50+071 41.88+1.66/11.02+074  41.20-£0.92/10.55+0.03
PTL ICG 6.502517/ 1.39-06: 9.50+1.65/ 2224044 20.564232/ 5.01+040 25.67+482/ 6.44+165 30.48:034/ 8.21+043
Random 9274216/ 2494016 18294519/ 4454131 23.29+546/ 5.98+131 27.29+450/ T41+146
PTL B 19874379/ 634060 30.51+631 /10344139 34764850 /12214276 37.60+2.12/13.74+1.46
Random HERIDAL | 14.76+976 / 4.68:272 17.66+726/ 5.72+229 26264995/ 8.55+330 29.62+6.13/10.09+1.44  33.74-5.06 /11.69+2.56
PTL SARD 21.8747 45/ 698410 30.17+428/ 9.67+105 40.01+2.13/13.35+057  46.91+503/16.13+1.60  49.60+135/17.73+0.49
Random 27514572/ 874100 38.96+545/12.434231 44.59+156/14.80+082  43.25+580/14.85+2.10
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Figure 1: Scatter plot of detection scores and Mahalanobis distances with various numbers of
synthetic images. For each case, plots in the first row and the second row represent the scatter results
for PTL and random selection, respectively. Each of the five plots in each row shows the results
without using synthetic images, or with using 100, 500, 1000, or 2000 synthetic images, in order.
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