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A Lemmas and Discussions

A.1 Key Lemmas

In this subsection, we present some key lemmas used in the proof of our main theorems, which are
helpful when considering stochastic problems with infinite variance.

The concept of uncorrelatedness has long been used by probabilists as a trick when computing and
estimating variance. For example, consider a sequence of uncorrelated random vectors { X ; };cn+
(e.g. square-integrable martingale difference). Then

E[|X1+...+ X*] =E[|X1]*] +... + E[|X,|?]. (A.1)

Indeed, this type of expansion is used in Polyak and Juditsky [1992] to show L? convergence in the
normality analysis of stochastic approximation problems.

However, correlatedness is only defined when random elements have finite variance. The following
lemma provides an infinite-variance version of expansion (A.1), stating that the p-th moment (p < 2)
of a martingale without square-integrability assumption can also be bounded simpliciter by the sum
of the p-th moments of its differences, at the cost of a multiplicative constant that may depend only
on p and the dimension n. It is a generalization of the recent study Cherapanamjeri et al. [2020,
Lemma 4.2].

Lemma 7. Suppose p € [0,1] and let {S;}ien be an n-dimensional martingale adapted to the
filtration {F; }en, with E[|S;|*TP] < oo for every t and So = 0. Let X; = S; — S;_1. Then

t
E[|st|1+p] < 9l l— 1t Z]E“X”Hp]
=1

Next, we present a Taylor-expansion-type inequality for the function ||[|P. Recall that we have
defined the signed power of a vector in (3.1).

Lemma 8. Let p € [1,2]. Forany x,y € R", ||@ + y||2 < [|=||? + 4[|y|[Z + py =P~ 1.

This inequality traces back to Krasulina [1969], where the one-dimensional version |z + y|P <
|z|P + Cly[P + pyxP~!sign(z) is used® to derive an LP rate of convergence for the one-dimensional
stochastic approximation process with step-size 1/t. In our current study, this lemma is used not only
to derive LP rate of convergence for general infinite-variance process in R™ with variable step-size
scheme (Theorem 3), but also in the proof of the equivalent definitions of p-PD (Theorem 10).

Finally, we quote Fabian [1967, Lemma 4.2], which we shall use to calculate the exact convergence
rate (see also Chung [1954]).

Lemma 9 (Fabian [1967], Lemma 4.2). Let {b; }+cn, A, B, o, 3 be real numbers such thar0 < o < 1,
A > 0 and suppose the recursion

bip1 = b(1 — At=) + Bt—o=F
holds. Then, b; = ©(t=P).

A.2 Discussions on p-Positive Definiteness and Uniform p-Positive Definiteness

Let us now focus on p-PD and uniform p-PD conditions which are defined in Definition 1, Definition 2
(also see Assumption 1). The next theorem provides several equivalent characterizations of p-PD
condition, which will be used in the proof of L? convergence.

3The paper Krasulina [1969] contains a minor error in ignoring the signum function sign () in this inequality.
Our proof of Theorem 3 can be thought of its correction as well as extension.
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Theorem 10 (Equivalent definitions of p-PD). Let Q be a symmetric matrix. The following are
equivalent when p € [1,2].

i) There exist 6, L > 0, such that |1 — tQ||} < 1 — Lt forall t € [0, ).
i) There exists A > 0 such that for all v € R™, v QuP=1 > A,
iii) Forallv € Sp, 'UTQ’U<p71> > 0.
iv) Forallv € S, there exists to > 0 such that ||v — t,Qu||, < 1.

Next, we provide several equivalent characterizations of uniform p-PD.
Theorem 11 (Equivalent definitions of uniform p-PD). Let M be a bounded set of symmetric
matrices. The following are equivalent when p € [1,2].
i) There exist 6, L > 0, such that |1 — tQ||} <1 — Lt forall t € [0,6) and Q € M.
ii) There exists A\ > 0 such that for allv € R and Q € M, v"Qu{r~1 > Allv|p.
iii) Forallv € S, and Q € M, vTQuP=1) > 0.
iv) Forallv € S, and Q € M, there exists to > 0 such that ||v — toQu||, < 1.

We notice that some mild assumptions can indeed imply p-PD. For example, we will show that
diagonal dominance implies p-PD. Recall that a symmetric matrix Q = (¢;;)nxn is called diagonally
dominant (with non-negative diagonal) if for every i € [n],

Qi — Z lgij| > 0.

jen]\{d}

Further, we say that a non-empty set M of symmetric matrices is uniformly diagonally dominant
(with non-negative diagonal) if

inf min | ¢; — 1) s
(gij)nxnEM i€[n] di ) Z ‘ |Q’L]|
J€n\{i}

We have the following observations which we shall prove in Section B. First, we observe that
the uniform p-PD assumption is weaker than the notion of uniform diagonally dominance (with
non-negative diagonal).

Proposition 12. A uniformly diagonally dominant (with non-negative diagonal) set of symmetric
matrices is uniformly p-PD for every p € [1,2].

Next, we notice that the result in Proposition 12 is tight for p = 1.

Proposition 13. Uniform 1-PD is equivalent to uniform diagonal dominance (with non-negative
diagonal).

Finally, we observe that the notion of uniform 2-PD is weaker than uniform p-PD for any p € [1, 2].

Proposition 14. Let p € [1,2]. Uniform p-PD implies uniform 2-PD.

B Omitted Proofs

In this section, we first prove the lemmas, theorems, and propositions in Section A, then prove the
theorems in Sections 3 and 4. Throughout this section, we denote by d; the error of the approximation
x; — «*, and by J, the averaged error (dg + ... + d;_1)/t. The gradient V f(z) and the Hessian
V2 f(x) will be written as R(x) and V R(x) respectively, not only for notational simplicity, but
also to stress the fact that our results can be applied to any instance of stochastic approximation (2.1)
including SGD.
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Proof of Lemma 7  We first prove the n = 1 case. Suppose {S; } is a one-dimensional martingale
and X; = S; — S;_1. Notice that the function g(z) = |z|'*? satisfies the inequality (see e.g.
Cherapanamyjeri et al. [2020, Lemma A.3]):

19'(x) = g'(y)] < 2774 (Jz — y)),

where the weak derivative ¢’ () = sign(x) is used in the inequality above in the case of p = 0, where

1 if >0,
sign(z) ;== —1 if z <0,
0 if z=0.

Furthermore, by E[X;¢'(S;-1) | Fi—1] = ¢'(Si—1)E[X; | Fi—1] = 0, we have

t [ ,S:
Blo(s)] = Y E| [ g/@ar

i—1

- - |
- 3B| x50 + / W) - (5] dw]
t s,
- ;E /51 g () — g/(Si1)]dx]
t X,
:;E /0 [9'(Si—1 +T)—g(5i_1)]d7_]

[ pIXal
=>|f |g’<si_1+sign<xi>7>g'(Si_1>|dT]

=27 S Blg(XD) ®.1)

Next, for the higher dimension n > 1, we denote by Sf (resp. X f ) the j-th entry of the vector .S
(resp. X ;). We can apply the inequality (B.1) obtained above to S{ by taking a (1 + p)-norm,

1 n 14D
E[Isditg) = >k |5
j=1
n t L 14p
<3|l ]
j=1 i=1
Lt 14p
_ 9l— J
20303 x|
i=1j=1 -

t
- 1+
=217 3R] X177
i=1
Finally, the inequalities
1 _1
@] < [[2]1p < nTHH el

give our desired result:

t
E[|S.['*7] < 2'7Pn'= 0 ST E[|IX[ 7).
=1
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The proof is complete. O

Proof of Lemma 8 By the inequality that |1 + a|? < 1 + ap + 4|a|” forany p € [1,2] and a € R,
we have that for any p € [1,2] and z,y € R,

|z + y[P < |z + pyla|P~" sign(z) + 4]y”. (B.2)

1 1

Next, forany = = (z!,...,2™")",y = (y*,...,y™)" € R", by taking the p-norm and applying the
inequality (B.2), we obtain

n

e+ ylE =" |a' + 5|
=1
n

< (11 +pyla " sign(a) + aly'|)
i=1

n
= |||} + 4[lyll5 +p2y’|xl\ sign(z")
=1
= |l@|% + 4||y% + py 2PV,

which completes the proof. O

Since Theorem 10 is just a special case of Theorem 11, we will only prove the latter. Before we
proceed, let us first state a useful technical lemma.

Lemma 15. Let u,v € R" and consider the function p(t) = |lu + tv||h = 37", [u’ + v't|P. The
function ¢ is convex and has the following derivative (when 1 < p < 2) or subderivative (when
p=1):

¢'(t) = ZP‘UZ + Uit’p_l sign(u’ + v't)v’ = pvT (u + tv) P,
i=1

The proof of Lemma 15 is straightforward and is hence omitted here.
Now we are ready to prove Theorem 11.

Proof of Theorem 11  We shall show that i) = iv) = iii) = ii) = i).

i) = iv) Take a sequence {Q1,Q2,...} € M such that lim,, , Q. = Q. iv) follows
from [T — (6/2)Qumll} <1— Ld/2.

iv) = iii) Forallv € S, and Q € M, consider the function o (t) = [|v —tQu)||2. According
to Lemma 15, o(t) is convex. Furthermore, ¢(ty) < 1 = ¢(0). Hence it follows
that ¢’ (0) < 0; that is, v T QuP~1 > 0.

iii) = ii) Since the function (v, Q) — v QuP~1 is continuous, it maps the compact
set S, x M to a compact set. Hence there exists some A > 0 such that for all
veS,and Q € M, v"QuP~1 > \. Now, for every u € R™ \ {0}, by setting
v =u/|ull,, we get uT QuiP—t) > Aju|2.

ii) == i) For arbitrary v € R" and Q € M, by Lemma 8 we have |(I — tQ)v|} =
[ —tQullp <[]} + 47| Qullh — pt(vT QuiP=) < [Jv|lk + 47| Q|5 |v]|b —
ptAl|v][5. This implies i).

The proof is complete. O
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Proof of Proposition 12 Let Q € M and v € R".

v Quir—1 Zq“h) [P+ Zq] (v 07 [P~ sign(v?) + v [v'|P~  sign(v?))

1<j

>un|fu P =S g (o [o7 [P~ + Jo? o)

1<j

>un|v P = gl (10 + [07]P)

1<J

n
=> WP g =D laisl |
i=1 i
where we used the inequality z? + y? > xP~ly + yP~ 1z for any p > 1 and =,y > 0* to get the

third line from the second line above. Hence the uniform p-PD of M follows from the item ii) of
Theorem 11. The proof is complete. O

Proof of Proposition 13  Suppose M is uniform 1-PD. By the item i) of Theorem 11, there exists
9, L > Osuch that |[I —tQ|; <1— Ltforallt € [0,6) and Q € M. Let Q = (¢;j)nxn and notice
that

T 1Qll = max | [1—tgl + > tlai]
jen\{i}
It follows that

min | q; — E il | = L >0.
i€n] . o
JEmIN{i}
Hence M is uniformly diagonally dominant (with non-negative diagonal). The proof is complete. [

Proof of Proposition 14  Suppose M is uniformly p-PD but not uniformly 2-PD. Then, there
exists a sequence {Q1, Q2, ...} € M such that the smallest eigenvalues A, of Q,, satisfy

lim A, <O0. (B.3)

m— 00

For each m € N7, there exists an v,,, € R" \ {0} such that Q,,v,, = A\, U, Hence
U;Qm'l’g_l) = Amvjnvfr’f_” = )‘mllvmng'

But by the item ii) of Theorem 11, there exists A > 0 such that A\,,, > A. This contradicts (B.3). The
proof is complete. O

Proof of Theorem 3  We use a technique similar to Krasulina [1969]. Define the function
n T *
Ty(z) = (T} (x),...,T/"(z)) =z —x* —v41R().

An n-dimensional (and corrected) version of the first inequality in the proof of Krasulina [1969,
Theorem 2] can be obtained by applying Lemma 8 to our stochastic approximation scheme,

l@eis — @[} = ||Te(@e) — Y& ]

< ||Tt(mt)||§ + 4’Yf+1 ||Et+1 ||§ + DVi+1 Z EZ-H |Tti(mt)’p71 sign Tf(mt)(BA)
i=1

Since E (&), |T7 ()P~ " sign T} (x¢) | @] = |T{ ()P~ " sign T} (z+) E[¢ 1 | =] = 0, by taking
expectations in (B.4), we get

{15 l] <[l 21
E[HTt 2, ||”] 4 E €]

El|(x; —x* %+1R($t)||5} + 4’Yf+1E[H£t+1Hz]

*To see this, notice that forany p > land x,y > 0, 2P +-y? —2P ty—yP 1o = (xP "L —¢yP N (z—y) > 0.
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By the mean value theorem, there exists €7 € {x* + 7(x; — x*) : 0 < 7 < 1}, such that

R(x;) = VR(x?)(x; — =*), and then
E|l(@: — ") = yer1 R@IE] + 402 E € I2]

—E| (I— 741 VR(z)))(z: — )

P
] + 4215 el

<E||I- 741 VR(=;)

P
N — w*|£] + 47§)+1]E[||‘£t+1”ﬂ

p
<[t e VRED| 11| + Cont (1 + E[181Z)
< t+1 t , tlp 0Vt+1 tlpl)>
where the last inequality follows from
p/2 2
Elms|? | Fi] < E[|mt+1|2 | ft} < [K(1+ [a]?)]" (B.5)

< KPP (14 |2 P) < KP2(1+ 2071 (1847 + [27]7)),

where we used the inequality (z + y)” < 2" + y" for any z,y > 0, 0 < r < 1 to obtain the first
inequality in the second line above, as well as the assumption E[|¢; "] < cc.

Note that ||I — Y1 VR(z)) ||Z can be estimated by the uniform p-PD assumption (see item i) of
Theorem 11) since v, — 0. For ¢ sufficiently large,

p
HI - %+1VR($DH < 1= Ly
P

And there is a positive constant C such that 1 — Ly, 1 + Co7pyq < 1 — Cryi41 for ¢ sufficiently
large. Hence, we arrive at the following iterative bound

E[I8041l2] < (1= 7041C0) -E[J80l] + Confi (B.6)
for ¢ sufficiently large.

Next, let us substitute ;41 with ¢7” where 0 < p < 1. Consider the iteration
pip1 = (1 —=t7°Cy) - py + Cot™#P, B.7)

so that by (B.6), E [H&Hg} = O(pt). By virtue of Lemma 9, we get

g = @(t—p@—”). (B.8)
Therefore, by (B.6), (B.7), and (B.8), we obtain the following rate of convergence:
Efll6.]15) = 0 (¢71).
Next, since p-norms on R™ are all equivalent, we can drop the subscript || - ||, and obtain
E[lé.)"] = o(¢7*D).

Finally, by (B.5), we see that sup,cn+ E[|€,]P] < sup,cn+ E[2P7 (Jm|? + [{,[P)] < co. The proof
is complete. O Proof of Corollary 4  Under the assumptions of Corollary 4,
the rate E[|§,|7] = (’)(t*p(pfl)) holds for every p € [g, ). We can thus apply Jensen’s inequality to
strengthen it. By Jensen’s inequality and (3.4), we get

E[l61%] < E[j§7)2/7 = 0(t7#=V3).
By letting p * «, we conclude that have for every ¢ > 0,
E[|6,]7) = o(t—f)q‘”%+f).
The proof is complete. O

Next, we state a series of technical lemmas as well as their proofs, which will be used in the proofs of
Theorems 5 and 6.
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Lemma 16. If v, <t P with0 < p < k < 1, then for all X > 0,
tlggo t"F Zexp —-A Z% =0.
Proof. Notice that there exists some constant B > 0 such that
gv > ?(tl"’ —3).

It follows that

—1 -1 t—1 thl ex B 1—p
_ _ _ a1 —oexp(Bj77)
D exp| =AD v | ST exp(=Bt' 7+ Bi'TY) = SR
j=1 =7 7=0

By Stolz-Cesaro theorem, we have

Z;é exp(Bj' ) = exp(Btt=°)
trexp(Btl=r) T (t+ 1)Fexp(B(t + 1)1-°) — t= exp(Btl=r)
1

4+ 1)rexp[B((t+ 1)1-p —tl=p)] —tr
1

~ (t+1D)rexp[B(1—p)(t+1)=F +o(t=r)] -t~
1

 (t+ D[+ Bl —p)(t+1)=F +o(t=r)] -t~

1
Bl —p)(t+1)sP +o((t+ 1)s—7)
— 0,
as t — oo. The proof is complete. O

Lemma 17. Suppose v, <t P and 0 < p < k < 1; let A be a positive definite symmetric matrix.
Consider the matrix recursion in [Polyak and Juditsky, 1992, Lemma 1],

XI=1, X" =X!-yAX} (jeNT')
and define

t—1
Xt _ i t _ A—1_ 3t
X; =Y X, ®=A"-X.
i=j

Then the following limit holds,
=
. + t‘ _
i 3 S -0
j=

Remark. Lemma 17 recovers [Polyak and Juditsky, 1992, Lemma 1] as the special case x = 1.

Proof of Lemma 17  Modeling after Polyak and Juditsky [1992]’s proof of their Lemma 1, we
define S = Zf;j (i — 7;)X3, and we have

t _ Qt —1~t
®. =Sl + AIX.

We will split the proofs into two parts. In the first part, we will prove t=* Zﬁ;i ||S&]l = 0 and then
in the second part we will prove ¢t " Z;i X5 — 0.

Part I. We first prove that t—~ Zé;i ||S§ | = 0.
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By the Part 3 of Polyak and Juditsky [1992, Lemma 1]°, there exist some A > 0 and K < oo such
that
t—1

X5 < Kexp | =20 7 | = Kem2, (B.9)
i=j

-1
where mf; stands for ) ., ~;. Now we have

> (v —’Yj)Xé-H

i=1

I3

t i—1

DD =) | XS

i=1 | k=j
t i—1

< Cy Z Z |l exp(—2>\m§-)

i=j k=j

t 1—1
< Cpj~t Z Z k= exp(—2/\m§)

i=j k=j

t
< Clj_1 Z mé« exp(—2)\m§»)

i—j
t i _—2xmb /g i—1
B mte i(mt —mi )
=Cy Yy It - (B.10)
iy Vi

where Cy, C'1 are some positive constants.

Since the function f,,(7) = 2” exp(—wax'~*) is bounded on z € [1, 00) for every w > 0, we have
) _

L exp(—Am}) < Cai? =" exp(—C3(i* ™7 — j17°)) = Cafo, (i) fo, (7) < Ci,

?

for some positive constants Cs, C5 and Cy. Hence, continuing upon (B.10),

IS5 < C1Cug? ™" mbe ™ (mh — mih).

i=j
i t
. . t s i : - . mt _ .
Since the summation S°__ mie % (mi — m®~ ') approximates i me~ "dm, it is bounded.
i=j """ J j 0

Hence, for some positive constant C,
t p—1
[S;11 < Cs5°77,

which implies the desired limit
t—1
: —K ty
Jim ¢ Zl||sj\\—o.
j=

Part II. It remains to prove that ¢~ Zz;ll | XE] = 0.

Combining (B.9) and Lemma 16, we have {~* Z;;ll [X%]| — 0. Hence the proof of this lemma is
complete. O

Lemma 18. Given the assumption of Theorem 5 or Theorem 6,
&i+...&
tl/a t—o0

SWe can directly use this inequality since our assumption on step-size v; =< ¢ *, 0 < p < 1 can meet Polyak
and Juditsky [1992, Assumption 2.2].

L.
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Proof. We recall the decomposition &, = ¢, + m,, where {¢,} are i.i.d. and ¢; is in the domain of
normal attraction of an n-dimensional centered «-stable distribution so that

C1+~~-+Ct D
tl/a t—o0

Hence, it suffices to show that t’l/o‘(ml +...+m;) = 0in L", for some r > 1.

By (3.3), there exists a constant C' > 0 such that

E||mi (x| | ]-‘t} SK(1+ @) < K(1+ 22> +2/6,)%) < C(1+ |6:]%).

Hence, by using the “Remark” on p.151 of Neveu [1975] (cf. inequalities (20) of Anantharam and
Borkar [2012]), we get

1/

E{ my+...+my
tr/a

<

(ZEUW | fn})w

N

c B ¢ r/2
2
7aE (Z@ + |5i_1|2)>

i=1

Cy -T/2 : r
< Bt +;\6i_1| ! (B.11)

where, for the last inequality, we use the fact that (z + y)® < 2® 4+ y® forany z,y > 0,0 < s < 1.
If the assumption of Theorem 5 holds, take » = p > (a + ap)/(1 + ap) in the inequalities (B.11)
above. Then, by Theorem 3, E[|§;|"] = O(t*("=1D) = o(t"/>~1),

If the assumption of Theorem 6 holds, take » = ¢ > 1/p > a/(1 4+ p(a — 1)) in the inequalities
(B.11) above. Then by Corollary 4, E[|8,]"] = O(t—Pr(a=N/a) = o(¢r/o=1),

In both cases, t~/*(my + ... +m;) — 0in L". The proof is complete. O
Finally, we are ready to prove Theorems 5 and 6.

Proof of Theorem 5 By Polyak and Juditsky [1992, Lemma 2]:

t—1 t—1
t 1 1 . 1 .
tl/«a 6t = tl/«a Ft50 - tl/«a ZA gj o tl/a Z jsj’ (B.12)
—— Jj=1 Jj=1
(1)
I; 152) 153)

where F; and W; are deterministic matrices with uniformly bounded operator 2-norms defined as

t—1 1
Fo=) [[a-wa), (B.13)
i=0 k=1
t—1 %
W= I @-nA) - A~ (B.14)
i=j k=j+1

We have I El) — 0 by the boundedness of F;. Next, take some « such that
max(p,1/a) < k < p/a. (B.15)

We shall prove that T §3) — 0in L (notice that 1 < ax < p < «; cf. Polyak and Juditsky [1992,
Proof of Theorem 1] where convergence in L? is proven). By Theorem 3, sup;; E[|€;["] < co. Hence

21



we can compute, by virtue of Lemma 7, that
t—1 n t—1
ak 1 t CO t ak
} =Bl D Wig| | < o D E[[Wig|™]
j=1 j=1

]E[ ™

C t—1 C t—1

0 ak ak 0 ak

< | 5 2IWHIT | supEll ] < { 52 2 IWSIl | supE[lg;[™]
7j=1 Jj=1

Cl t—1
<N wl
j=1

Notice that the matrices W; defined above correspond to —<I>§ in Lemma 17. This infers that
3) ok t—1

E[ug )| } <KLYWL - ast — oo,

Finally, Lemma 18 states that T §2) converges weakly to an a-stable distribution. Hence we conclude

the proof. O

Proof of Theorem 6  Denote by A the Hessian matrix V. R(x*) = V2 f(x*). Consider a corre-
sponding linear SA process with the same noise,

Ty =2 — e (Al —27) + &4 (20), (B.16)
with 2} = a. We further define §; = &} — * and the averaging process 3t1 = (85+... 40/t
Part I. We first prove that ¢!~/ (Etl - Et) — 0 almost surely.

By (B.12), we have

t—1
t <1 1 1 1 "
tl/a 6, = tl/aFtdo - tl/a Z(A + j)éj’ (B.17)
Jj=1

where the matrices F; and Wj are defined back in (B.13) and (B.14). For the non-linear process (2.1),

it can be viewed as if it is a linear process with the j-th noise term being §; + R(x;_1) —Ad;_1.
Hence by (B.12), we have

t -1 1S,
7% = Tl = e L (AT A WO (€ + Rlo1) - Adj-) (B.18)
e

Combining (B.17) and (B.18) yields the difference (cf. Part 4 of Polyak and Juditsky [1992, Proof of
Theorem 2])

b o 1
(8 —8) = 7a Y (AT W) (R(w1) — Adj). (B.19)
j=1

We also recall the assumption that |R(x;) — Ad,;| < K|d;]7. Hence, it suffices to show the following
term vanishes almost surely as ¢ — oo:

1 t—1
Jt == m Zl ‘5j|q.
j=

To show this, first by our calculation of the rate of convergence in Corollary 4,

5|3 sl = S 0( ) —on),
=17 =1
The last equality holds since —pg®—+ — 1 < —1. Hence, we have
=1y
P Z} jmmq <oo| =1 (B.20)
-



By Kronecker’s lemma, (B.20) implies that P[lim;_, », J; = 0] = 1. This further implies that the left
hand side of (B.19), ti-1/a gi — St) , converges to 0 almost surely.

. <1 e
Part II. It remains to show that ¢!~/ ¢, converges weakly to an a-stable distribution.

Define T} = (@} + ... +@{_y)/t. Since t' =1/ (@} — @) = t! 1/ (31 - Et) — 0 almost surely,
it follows a fortiori that ®; — @; — 0 almost surely. Hence =} — x; — 0 almost surely, due to the

well-known theorem that a real-valued sequence converges to zero if and only if the average sequence
converges to zero.

Therefore, for the noise decomposition &, , ; (x¢) = ¢;,1+m11(x;), the state-dependent component
my1 () satisfies not only (3.3), i.e.,

E[|mt+1(:ct)\2 | ]:t:| < K(l + ‘$t|2),

but also
E[|mt+1(mt)|2 | ]-"t} <C(1+z!P).

Hence, combining the discussion above and Lemma 18, we know that the linear recursion (B.16)
defines a process that satisfies Theorem 5. (The only difference is that x, instead of (B.15), can
be taken from the range (p, 1) under the assumption of the current theorem, since by Theorem 3,

sup,en+ E[|€,|P] < oo for every 1 < p < a.) It then follows from Theorem 5 that tlfl/o‘gtl
converges weakly to an a-stable distribution.

The proof is complete. O

C Additional Technical Background

C.1 Properties of «-Stable Distributions

An a-stable distributed random variable X is denoted by X ~ S, (0,6, 1), where o € (0, 2]
is the tail-index, 6 € [—1,1] is the skewness parameter, c > 0 is the scale parameter, and
1 € R is called the location parameter. An a-stable random variable X is uniquely character-
ized by its characteristic function: Efexp(iuX)] = e~ v/ (1=ifsen(uw) tan(55*))+inu if o £ 1 and
Elexp(iuX)] = e~olul(+i0Zsen(u)log[u)+imu if o — 1, for any u € R. The mean of X coin-
cides with y if & > 1, and otherwise the mean of X is undefined. The skewness parameter 6
is a measure of asymmetry. We say that X follows a symmetric a-stable distribution denoted as
SaS(o) = S84(0,0,0) if # = 0 (and p = 0). The tail-index parameter o € (0, 2] determines the
tail thickness of the distribution, and ¢ > 0 measures the spread of X around its mode. When
a < 2, a-stable distributions have heavy tails so that their moments are finite only up to the order «.
More precisely, let X ~ S, (0,6, ) with 0 < o < 2. Then E[| X |P] < oo for any 0 < p < « and
E[| X |?] = oo for any p > «, which implies infinite variance (see e.g. [Samorodnitsky and Taqqu,
1994, Property 1.2.16]). When 0 < o < 2, the left tail and right tail of X are described by the
formulas:

lim z°P(X > z) = ﬂC’Oécro‘, lim z°P(X < —x) = uC’Olcro‘,
T—00 2 T—00 2

where C,, := (1 — a)/(T(2 — a)cos(re/2)) if « # 1 and C, = 2/7 if @ = 1, (see e.g.
[Samorodnitsky and Taqqu, 1994, Property 1.2.15]). The family of a-stable distributions include
normal, Lévy and Cauchy distributions as special cases, and can be used to model many complex
stochastic phenomena [Sarafrazi and Yazdi, 2019, Fiche et al., 2013, Farsad et al., 2015].

C.2 Domains of Attraction of Stable Distributions

Let X; be an i.i.d. sequence with a common distribution whose distribution function is denoted as F/,
and let S,, := X7 + X5 + - -+ + X,,. Suppose that for some normalizing constants a,, > 0 and b,,,
the sequence S, /a,, — by, has a non-degenerate limit distribution with distribution function G, i.e.

ILm P(Sn/an — by, < z) = G(x), (C.1
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for all continuity points  of G, then such limit distributions G are stable distributions and the set of
distribution functions F' such that S,, /a,, — b,, converges to a particular stable distribution is called
its domain of attraction.

Next, let us provide a sufficient and necessary condition for being in the domain of attraction of a
stable distribution. The class of distribution functions F' for which S,, /a,, — b,, converges to SaS (o)
is called the a-stable domain of attraction, and we denote it as F' € D,,. Before we proceed, let us
recall that a positive measurable function f is regularly varying if there exists a constant v € R such

that lim;_, o % = z7, for every > 0. In this case, we denote f € RV, and we say a function f

is slowly varying if f € RVj.

Define the characteristic functions ¢(u) := [*_e™*dF(z) and ¢(u) := [~ e™*dG(x), and also
define A(u) := ¢(1/u) and g(u) := ¢ (1/u) foru € [—o0, 00]\{0}. We also denote U () := ReA(z)
and V' (x) := ImA(z). By Lévy’s continuity theorem for characteristic functions (see e.g. Feller [1971,
Chapter XV.3]), the convergence in (C.1) is equivalent to lim,, o, exp(—ib, /u) A" (anu) = g(u),
u € [—o00,00]\{0} uniformly on neighborhoods of £oo. Based on this, one can show that (see
e.g. ) if (C.1) holds, then |g(u)|? = exp(—c|u|~®) for some a € (0,2] and ¢ > 0 and moreover
—log |\ € RV_,,i.e. —log|A| is regularly varying with index —«. Next, we state a sufficient and
necessary condition for being in the a-stable domain of attraction.

Theorem 19 (Geluk and de Hann [2000], Theorem 1). Suppose 0 < o < 2. Every a-stable random
variable X has a characteristic function of the form:

Efexp(iuX)] = exp (—{|u|°‘ +iu@p — D{(1 - a) tan(ayr/g)}w::l_l})

for some 0 < p < 1 with (1 — «) tan(w/2) defined to be 2/ at oo = 1. The following statements are
equivalent:

(i) F' € D,.
(ii) 1 — F(z) + F(—z) € RV_,, and there exists a constant p € [0, 1] such that
1—F(x)

z—oo 1 — F(z) + F(—x)

(iii) 1 — U(x) € RV_, and there exists a constant p € [0, 1] such that

lim zuV (zu) — zV(x)
BT (1 Uw)

a”)w w € R\{0}.

:(2p—1)(1—a)tan(7 o

Furthermore, [Geluk and de Hann, 2000, Theorem 1] showed that if any of (i), (ii), (iii) holds,

—1 rx
then lim,_, o #ﬂ% — T(1— ) cos(a/2) and limy . L& 17f%((910)—+FI§1(;)7;§’(—y))dy _

2p—1) (m — a)sin(ar/2) — L)

11—«

Let us illustrate [Geluk and de Hann, 2000, Theorem 1] with an example of Pareto distribution, which
is a power-law distribution widely applied in various fields. A random variable X is said to follow a
Pareto distribution (of type I) if there exists some ¢ > 0 such that P(X > x) = (z/c)” forany z > ¢
and P(X > z) = 1forany x < c. Inthis case, F'(z) = 1— (z/c)”“ forany x > cand F'(z) = 0 for
any z < c. It follows that 1 — F'(z) + F(—z) € RV_, and lim,_, oo #% = 1. Therefore,
F € D, and the Pareto distribution is in the a-stable domain of attraction.

When the tail-index o € (0, 2), the logarithm of the characteristic function (i.e. log E[e"*~]) of an
a-stable random variable X is of the form (see [Gnedenko and Kolmogorov, 1954, equation (12),
page 168]):

0 . 0o .
. i ux dx u ux dx
ot [ ‘“whpm“?/o [ g pr ©2

where c1,co > 0 and v € R. Since the characteristic function uniquely characterizes a probability
distribution, the triplet (c1, co, ) uniquely determines an a-stable law up to a constant shift v € R
when 0 < a < 2. [Gnedenko and Kolmogorov, 1954, Theorem 2, page 175] provides another
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sufficient and necessary condition for being in the domain of attraction of an a-stable distribution,
which complements [Geluk and de Hann, 2000, Theorem 1]. Suppose 0 < « < 2. Then, the
distribution function F(z) belongs to the domain of attraction of an «-stable distribution if and

only if the following conditions hold: (i) lim, f_(;(?) = % (ii) For every constant x >
0, lim, oo % = k“. In the case of a Pareto distribution (of type I), for some

¢ > 0, we have F() = 1 — (z/¢)"® for any > c and F(x) = 0 for any z < c¢. Then we

can check thatﬁlimmﬁOo % = 0 and for every constant k > 0, lim,_, % =
limg oo % = k®. Thus, the Pareto distribution belongs to the domain of attraction of an

«-stable distribution.

Finally, let us provide a sufficient and necessary condition for being in the domain of normal attraction
of a stable distribution.

Theorem 20 (Gnedenko and Kolmogorov [1954], Theorem 5, page 181). Suppose 0 < a < 2.
The distribution function F(x) belongs to the domain of attraction of an «-stable distribution
characterized by (C.2) if and only if

F(z) = (c1a® + a1 (x)) Sorx <0, (C3)

[e]”
F(z) =1- (c2a” + ag(a?))xia, Jorxz >0, (C.4)

where a > 0 is a positive constant and o1 (x), as(x) are functions satisfying lim,_,_ . aq(x) =
lim, 00 aa(x) = 0. Indeed, the constant a in (2.2), (C.3) and (C.4) is the same.

In the case of a Pareto distribution (of type I), for some ¢ > 0, we have F'(z) = 1 — (x/c)~* for
any x > cand F(z) = 0 for any x < ¢. Then we can check that (C.3) and (C.4) hold with ¢; = 0,
a1(z) =0, ca = 1, ag(z) = 0 and a = ¢. Thus, the Pareto distribution belongs to the domain of
normal attraction of an a-stable distribution.
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