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C Datasheet664

In this section, we copy the questions from Datasheets for Datasets 8 and provide details about the665

GTSinger, which is published with a permanent DOI 10.57967/hf/2498.666

C.1 Motivation667

• Q: For what purpose was the dataset created? Was there a specific task in mind? Was668

there a specific gap that needed to be filled? Please provide a description.669

A: The scarcity of high-quality and multi-task singing datasets significantly hinders the de-670

velopment of diverse controllable and personalized singing tasks, like technique-controllable671

singing voice synthesis (SVS), technique recognition, style transfer, and speech-to-singing672

(STS) conversion. Existing open-source singing datasets suffer from low quality, limited673

diversity of languages and singers for global styles, absence of multi-technique information674

for technique modeling and control, lack of realistic music scores for real-world composition,675

and poor task suitability (like global labels for singing method and emotion recognition,676

paired speech for STS conversion). Therefore, we construct a large multi-lingual, multi-677

singer, free-to-use, high-quality singing corpus with controlled comparison and phoneme-678

level annotations of multiple techniques, along with manual phoneme-to-audio alignments,679

realistic music scores, global style labels, and paired speech. We seek to comprehensively680

address the limitations in previous singing datasets and cater to all singing tasks. Thus681

different singing approaches that use this corpus can be easy to reproduce, and make fair682

comparisons between each other.683

• Q: Who created the dataset (e.g., which team, research group) and on behalf of which684

entity (e.g., company, institution, organization)?685

A: Zhejiang University.686

• Q: Who funded the creation of the dataset? If there is an associated grant, please provide687

the name of the grantor and the grant name and number.688

A: Zhejiang University.689

• Q: Any other comments?690

A: No.691

C.2 Composition692

• Q: What do the instances that comprise the dataset represent (e.g., documents, photos,693

people, countries)? Are there multiple types of instances (e.g., movies, users, and ratings;694

people and interactions between them; nodes and edges)? Please provide a description.695

A: Singing voices, manual phoneme-to-audio alignments, phoneme-level technique annota-696

tions, global style labels (singing method, emotion, pace, and range), realistic music scores,697

paired speech under the same lyrics.698

• Q: How many instances are there in total (of each type, if appropriate)?699

A: 80.59 hours of high-quality singing voices in nine languages with alignments, style and700

technique annotations, along with realistic music scores. 16.16 hours of paired speech with701

alignments.702

8https://arxiv.org/abs/1803.09010
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• Q: Does the dataset contain all possible instances or is it a sample (not necessarily703

random) of instances from a larger set? If the dataset is a sample, then what is the larger704

set? Is the sample representative of the larger set (e.g., geographic coverage)? If so, please705

describe how this representativeness was validated/verified. If it is not representative of the706

larger set, please describe why not (e.g., to cover a more diverse range of instances, because707

instances were withheld or unavailable).708

A: GTSinger is specifically collected and created by us as a high-quality and multi-task709

singing corpus. It is practically impossible to cover all possible instances of all languages710

and singing techniques worldwide. Our dataset encompasses nine widely used languages711

and six of the most frequently used singing techniques. Additionally, we have selected 20712

professional singers covering all four vocal ranges. Thus, GTSinger is a carefully designed,713

independent, global, multi-technique singing dataset aimed at supporting all singing tasks,714

without claiming to cover every possible singing instance. We provide a complete set of715

data processing codes to facilitate future expansions of the dataset in terms of languages,716

techniques, and duration.717

• Q: What data does each instance consist of? “Raw” data (e.g., unprocessed text or images)718

or features? In either case, please provide a description.719

A: Each instance consists of raw data of singing voices or speech.720

• Q: Is there a label or target associated with each instance? If so, please provide a721

description.722

A: Singing voices with manual phoneme-to-audio alignments, phoneme-level technique723

annotations, global style labels (singing method, emotion, range, pace), and realistic music724

scores. Speech with manual phoneme-to-audio alignments.725

• Q: Is any information missing from individual instances? If so, please provide a726

description, explaining why this information is missing (e.g., because it was unavailable).727

This does not include intentionally removed information, but might include, e.g., redacted728

text.729

A: No.730

• Q: Are relationships between individual instances made explicit (e.g., users’ movie731

ratings, social network links)? If so, please describe how these relationships are made732

explicit.733

A: Yes. For each song, they maintain a consistent rhythm, lyrics, and key, recording twice:734

once densely applying the specific technique (technique group) and once for the natural735

singing voice without the specific technique(control group). We especially manage falsetto736

and mixed voice techniques due to their correlations. They form a distinct group, recording737

a natural singing voice (control group), and two technique groups, for both falsetto and738

mixed voice. Furthermore, each song includes an additional spoken lyric sentence recorded739

by the same singer, providing paired speech for STS tasks.740

• Q: Are there recommended data splits (e.g., training, development/validation, testing)?741

If so, please provide a description of these splits, explaining the rationale behind them.742

A: Yes, we have predefined several tasks and introduced our rules for dividing the training743

and test sets. We randomly selected five songs (including paired speech for STS conversion)744

from each singer, totaling 100 songs for the test set, with the remainder used as the training745

set. For cross-lingual technique recognition, models are trained on one group of languages746

(e.g., Asian) and tested on the other (e.g., European).747

• Q: Are there any errors, sources of noise, or redundancies in the dataset? If so, please748

provide a description.749

A: The singing voices are recorded in a professional studio, ensuring high quality, fidelity,750

and clarity. The annotation process is carried out by professionals with musical and linguistic751

backgrounds. Small errors are inevitable in annotations. Any errors present are due to slight752

differences in subjective perception, which may affect the annotations of technique, word,753
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and phoneme duration annotations. However, these few and minor errors do not compromise754

the overall quality of the dataset. For instance, 0.001 second’s difference in word boundaries755

won’t influence the performance of SVS models.756

• Q: Is the dataset self-contained, or does it link to or otherwise rely on external resources757

(e.g., websites, tweets, other datasets)? If it links to or relies on external resources, a) are758

there guarantees that they will exist, and remain constant, over time; b) are there official759

archival versions of the complete dataset (i.e., including the external resources as they760

existed at the time the dataset was created); c) are there any restrictions (e.g., licenses, fees)761

associated with any of the external resources that might apply to a dataset consumer? Please762

provide descriptions of all external resources and any restrictions associated with them, as763

well as links or other access points, as appropriate.764

A: Self-contained.765

• Q: Does the dataset contain data that might be considered confidential (e.g., data that is766

protected by legal privilege or by doctor–patient confidentiality, data that includes the767

content of individuals’ non-public communications)? If so, please provide a description.768

A: No.769

• Q: Does the dataset contain data that, if viewed directly, might be offensive, insulting,770

threatening, or might otherwise cause anxiety? If so, please describe why.771

A: No.772

• Q: Does the dataset identify any subpopulations (e.g., by age, gender)? If so, please773

describe how these subpopulations are identified and provide a description of their respective774

distributions within the dataset.775

A: Our 20 singers are categorized by their vocal ranges: 6 tenors, 3 basses, 7 sopranos, and776

4 altos.777

• Q: Is it possible to identify individuals (i.e., one or more natural persons), either778

directly or indirectly (i.e., in combination with other data) from the dataset? If so,779

please describe how.780

A: No.781

• Q: Does the dataset contain data that might be considered sensitive in any way (e.g.,782

data that reveals race or ethnic origins, sexual orientations, religious beliefs, political783

opinions or union memberships, or locations; financial or health data; biometric or784

genetic data; forms of government identification, such as social security numbers;785

criminal history)? If so, please provide a description.786

A: Yes, we have biometric data in our dataset. Therefore, We first perform data desensitiza-787

tion and consider using techniques such as vocal watermarking to further protect personal788

privacy.789

• Q: Any other comments?790

A: No.791

C.3 Collection Process792

• Q: How was the data associated with each instance acquired? Was the data directly793

observable (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), or794

indirectly inferred/derived from other data (e.g., part-of-speech tags, model-based guesses795

for age or language)? If the data was reported by subjects or indirectly inferred/derived from796

other data, was the data validated/verified? If so, please describe how.797

A: Singing voices and speech are recorded in a professional recording studio.798

• Q: What mechanisms or procedures were used to collect the data (e.g., hardware799

apparatuses or sensors, manual human curation, software programs, software APIs)?800

How were these mechanisms or procedures validated?801

A: The audios were recorded in the recording studio.802
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• Q: If the dataset is a sample from a larger set, what was the sampling strategy (e.g.,803

deterministic, probabilistic with specific sampling probabilities)?804

A: Our dataset encompasses nine widely used languages and six of the most frequently805

used singing techniques. Additionally, we have selected 20 professional singers covering806

all four vocal ranges. Thus, GTSinger is a carefully designed, independent, global, multi-807

technique singing dataset aimed at supporting all singing tasks, without claiming to cover808

every possible singing instance.809

• Q: Who was involved in the data collection process (e.g., students, crowdworkers,810

contractors) and how were they compensated (e.g., how much were crowdworkers811

paid)?812

A: Professional singers. They are hired at a rate of $300 per hour of audio recording to813

perform specified language skill songs. In total, we spend $30,000 on the recording process.814

• Q: Over what timeframe was the data collected? Does this timeframe match the creation815

timeframe of the data associated with the instances (e.g., recent crawl of old news articles)?816

If not, please describe the timeframe in which the data associated with the instances was817

created.818

A: The singing voices with paired speech were recorded and collected over the time period819

July 2023 - May 2024.820

• Q: Were any ethical review processes conducted (e.g., by an institutional review board)?821

If so, please provide a description of these review processes, including the outcomes, as well822

as a link or other access point to any supporting documentation.823

A: No.824

• Q: Did you collect the data from the individuals in question directly, or obtain it via825

third parties or other sources (e.g., websites)?826

A: From the individuals.827

• Q: Were the individuals in question notified about the data collection? If so, please828

describe (or show with screenshots or other information) how notice was provided, and829

provide a link or other access point to, or otherwise reproduce, the exact language of the830

notification itself.831

A: Yes, all singers sign an agreement and agree to make their singing voice open-source for832

academic usage before collection.833

• Q: Did the individuals in question consent to the collection and use of their data? If so,834

please describe (or show with screenshots or other information) how consent was requested835

and provided, and provide a link or other access point to, or otherwise reproduce, the exact836

language to which the individuals consented.837

A: Yes, all singers sign an agreement and agree to make their singing voice open-source for838

academic usage before collection.839

• Q: If consent was obtained, were the consenting individuals provided with a mechanism840

to revoke their consent in the future or for certain uses? If so, please provide a description,841

as well as a link or other access point to the mechanism (if appropriate).842

A: Yes, we add the mechanism to revoke their consent in the agreement.843

• Q: Has an analysis of the potential impact of the dataset and its use on data subjects844

(e.g., a data protection impact analysis) been conducted? If so, please provide a descrip-845

tion of this analysis, including the outcomes, as well as a link or other access point to any846

supporting documentation.847

A: No.848

• Q: Any other comments?849

A: No.850
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C.4 Preprocessing/cleaning/labeling851

• Q: Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or852

bucketing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of853

instances, processing of missing values)? If so, please provide a description. If not, you854

may skip the remaining questions in this section.855

A: We performed data cleaning, annotation, and segmentation.856

• Q: Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g.,857

to support unanticipated future uses)? If so, please provide a link or other access point to858

the “raw” data.859

A: The raw audio data is archived in our GitHub repository 9. However, due to the excessive860

duration of WAV files, the raw data is not suitable for model training.861

• Q: Is the software that was used to preprocess/clean/label the data available? If so,862

please provide a link or other access point.863

A: The code for preprocessing, cleaning, and labeling is available in the same GitHub864

repository 9.865

• Q: Any other comments?866

A: No.867

C.5 Uses868

• Q: Has the dataset been used for any tasks already? If so, please provide a description.869

A: Yes, it has been presented in the paper, including technique-controllable singing voice870

synthesis, technique recognition, style transfer, and speech-to-singing conversion.871

• Q: Is there a repository that links to any or all papers or systems that use the dataset?872

If so, please provide a link or other access point.873

A: This has been presented in the paper.874

• Q: What (other) tasks could the dataset be used for?875

A: all current singing tasks, like singing voice synthesis related, emotion and technique876

related, and music information retrieval related works.877

• Q: Is there anything about the composition of the dataset or the way it was collected878

and preprocessed/cleaned/labeled that might impact future uses? For example, is there879

anything that a dataset consumer might need to know to avoid uses that could result in unfair880

treatment of individuals or groups (e.g., stereotyping, quality of service issues) or other risks881

or harms (e.g., legal risks, financial harms)? If so, please provide a description. Is there882

anything a dataset consumer could do to mitigate these risks or harms?883

A: No.884

• Q: Are there tasks for which the dataset should not be used? If so, please provide a885

description.886

A: No.887

• Q: Any other comments?888

A: No.889

C.6 Distribution890

• Q: Will the dataset be distributed to third parties outside of the entity (e.g., company,891

institution, organization) on behalf of which the dataset was created? If so, please892

provide a description.893

A: Yes, the dataset is freely and publicly available and accessible.894

9https://github.com/GTSinger/GTSinger
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• Q: How will the dataset will be distributed (e.g., tarball on website, API, GitHub)?895

Does the dataset have a digital object identifier (DOI)?896

A: The dataset is free for download by everyone. Links are available in the GitHub repository897
9. The DOI of the dataset is 10.57967/hf/2498.898

• Q: When will the dataset be distributed?899

A: The dataset is distributed as of June 2024 in its first version.900

• Q: Will the dataset be distributed under a copyright or other intellectual property (IP)901

license, and/or under applicable terms of use (ToU)? If so, please describe this license902

and/or ToU, and provide a link or other access point to, or otherwise reproduce, any relevant903

licensing terms or ToU, as well as any fees associated with these restrictions.904

A: The dataset is licensed under CC BY-NC-SA 4.0 license.905

• Q: Have any third parties imposed IP-based or other restrictions on the data associated906

with the instances? If so, please describe these restrictions, and provide a link or other907

access point to, or otherwise reproduce, any relevant licensing terms, as well as any fees908

associated with these restrictions.909

A: No.910

• Q: Do any export controls or other regulatory restrictions apply to the dataset or to911

individual instances? If so, please describe these restrictions, and provide a link or other912

access point to, or otherwise reproduce, any supporting documentation.913

A: No.914

• Q: Any other comments?915

A: No.916

C.7 Maintenance917

• Q: Who will be supporting/hosting/maintaining the dataset?918

A: Zhejiang University.919

• Q: How can the owner/curator/manager of the dataset be contacted (e.g., email ad-920

dress)?921

A: yuzhang34@zju.edu.cn.922

• Q: Is there an erratum? If so, please provide a link or other access point.923

A: Currently, there is no erratum. If errors are encountered, the dataset will be updated with924

a fresh version. They will all be provided in the same GitHub repository 9.925

• Q: Will the dataset be updated (e.g., to correct labeling errors, add new instances,926

delete instances)? If so, please describe how often, by whom, and how updates will be927

communicated to dataset consumers (e.g., mailing list, GitHub)?928

A: Same as above.929

• Q: If the dataset relates to people, are there applicable limits on the retention of the930

data associated with the instances (e.g., were the individuals in question told that their931

data would be retained for a fixed period of time and then deleted)? If so, please describe932

these limits and explain how they will be enforced.933

A: No.934

• Q: Will older versions of the dataset continue to be supported/hosted/maintained? If935

so, please describe how. If not, please describe how its obsolescence will be communicated936

to dataset consumers.937

A: No, all the updates will be synced on the website.938

• Q: If others want to extend/augment/build on/contribute to the dataset, is there a939

mechanism for them to do so? If so, please provide a description. Will these contributions940

be validated/verified? If so, please describe how. If not, why not? Is there a process for941
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communicating/distributing these contributions to dataset consumers? If so, please provide942

a description.943

A: The code for preprocessing, cleaning, and labeling is available in the GitHub repository 9.944

You can follow the pipeline in our paper to extend/augment/build on/contribute to GTSinger.945

• Q: Any other comments?946

A: No.947

C.8 Reproducibility of the benchmarks948

The training details and all benchmark models are provided in the GTSinger GitHub repository 9 for949

the reproducibility of reported results.950

C.9 Data Format951

Our dataset is organized hierarchically. It presents nine top-level folders, each corresponding to a952

distinct language. Within each language folder, there are five sub-folders, each representing a specific953

singing technique. These technique folders contain numerous song entries, with each song further954

divided into several controlled comparison groups: a control group (natural singing without the955

specific technique), a technique group (densely employing the specific technique).956

Our singing voices and speech are recorded at a 48kHz sampling rate with 24-bit resolution in WAV957

format. Alignments and annotations are provided in TextGrid files, including word boundaries,958

phoneme boundaries, phoneme-level annotations for six techniques, and global style labels (singing959

method, emotion, pace, and range). We also provide realistic music scores in musicxml format.960

Notably, we provide an additional JSON file for each singing voice, facilitating data parsing and961

processing for singing models.962
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