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Abstract

Continual learning is an emerging paradigm in machine learning, wherein a model
is exposed in an online fashion to data from multiple different distributions (i.e.
environments), and is expected to adapt to the distribution change. Precisely, the
goal is to perform well in the new environment, while simultaneously retaining the
performance on the previous environments (i.e. avoid “catastrophic forgetting”).
While this setup has enjoyed a lot of attention in the applied community, there
hasn’t be theoretical work that even formalizes the desired guarantees. In this
paper, we propose a framework for continual learning through the framework of
feature extraction—namely, one in which features, as well as a classifier, are being
trained with each environment. When the features are linear, we design an efficient
gradient-based algorithm DPGrad, that is guaranteed to perform well on the current
environment, as well as avoid catastrophic forgetting. In the general case, when the
features are non-linear, we show such an algorithm cannot exist, whether efficient
or not.

1 Introduction

In the last few years, there has been an increasingly large focus in the modern machine learning
community on settings which go beyond iid data. This has resulted in the proliferation of new
concepts and settings such as out-of-distribution generalization [16], domain generalization [3],
multi-task learning [41], continual learning [25]] and etc. Continual learning, which is the focus of
this paper, concerns learning through a sequence of environments, with the hope of retaining old
knowledge while adapting to new environments.

Unfortunately, despite a lot of interest in the applied community—as evidenced by a multitude of
NeurIPS and ICML workshops [26} [12} [30]—approaches with formal theoretical guarantees are few
and far between. The main reason, similar encountered as its cousin fields like out-of-distribution
generalization or multi-tasks learning, usually come with some “intuitive” desiderata — but no formal
definitions. What’s worse, it’s often times clear that without strong data assumptions—the problem is
woefully ill-defined.

The intuitive desiderata the continual learning community has settled on is that the setting involves
cases where an algorithm is exposed (in an online fashion) to data sequentially coming from different
distributions (typically called “environments”, inspired from a robot/agent interacting with different
environments). Moreover, the goal is to keep the size of the model being trained fixed, and make
sure the model performs well on the current environment while simultaneously maintaining a good
performance in the previously seen environments. In continual learning parlance, this is termed
“resistance to catastrophic forgetting”.

It is clear that some of the above desiderata are shared with well-studied learning theory settings
(e.g. online learning, lifelong learning), while some aspects differ. For example, in online learning,
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we don’t care about catastrophic forgetting (or we only do so in some averaged sense); in lifelong
learning, it’s not necessary to keep the size of the model fixed. It is also clear that absent some
assumptions on the data and the model being trained, these desiderata cannot possibly be satisfied:
why would there even exist a model of some fixed size that performs well on both past environments,
and current ones — let alone one that gets updated in an online fashion.

A feature-extraction formalization of continual learning Our paper formalizes a setting for
continual learning through the lens of feature extraction: the model maintains a fixed number of
(trainable) features, as well as a linear classifier on top of said features. The features are updated
for every new environment, with the objective that the features are such that a good linear classifier
exists for the new environment, while the previously trained linear classifiers (on the updated features)
are still good for the past environments. The reason the linear classifiers from previous rounds are
not allowed to be updated is storage efficiency: in order to tune the prompts, one needs to store
the training data from previous tasks, this would bring a storage overhead and potentially privacy
concerns. This is a very common approach in practice—examples of this are systems involving large
amounts of data of a streaming nature (e.g. Google searches, Youtube, a robotic agent interacting
with a continual stream of environments), and it be would prohibitive to store it for later fine tuning.
The number of features is kept fixed for the same reason: if we are to expand with new features for
every new environment, the model size (and hence storage requirements) would grow.

We prove two main results for our setting.

1. When the features are a linear function of the input data, and a good set of features exist, we
design an efficient algorithm, named doubly projected gradient descent, or DPGrad, that
has a good accuracy on all environments, and resists catastrophic forgetting. Our algorithm,
while being novel, bears some resemblance to a class of projection-based algorithms used in
practice [[11} 5] — we hope the theoretical analysis can shed insight onto large scale continual
learning.

2. When the features are allowed to be a non-linear function of the input, we show that continual
learning is not possible—in general. Namely, we construct an instance for which even if a
good set of features exists, the online nature of the setting, as well as the fact that the linear
classifiers for past environments are not allowed to be updated, makes it possible for the
algorithm to “commit” to linear classifiers, such that either catastrophic forgetting, or poor
performance on the current environment has to occur.

2  Our results

2.1 Problem formulation

In a continual learning problem, the learner has sequential access to k environments. In the i-th
(¢ € [k]) environment, the data is drawn i.i.d. from the underlying distribution D; over RY x R,
denoted as (x,y) ~ D;, where x € R% is the input and y € R is the label. Motivated by the empirical
success of representation learning [2} 9], we formulate the continual learning problem through the
feature extraction view: The learner is required to learn a common feature mapping (also known
as representation function) R : R? — R™ that maps the input data z € R to a low dimensional
representation R(z) € R" (r < d), along with a sequence of task-dependent linear classifiers (also
known as linear prompts) vy, ..., v € R" on top of the representation. Precisely, the prediction of
the i-th environment is made by f(z) = (v;, R(z)).

As this is the first-cut study, we focus on the realizable and the proper learning setting[] That is, we
assume the existence of a feature mapping R in the function class H (which is known in advance)
and a sequence of linear predictor vy, ..., vy such that for any ¢ € [k] and any data (x,y) ~ D;,
y = (v;, R(x)) (realizable). The learner is required to output a function R that belongs to the
hypothesis class H (i.e. the learner is proper).

Remark 2.1 (Known environment identity). Our model requires the knowledge of environment
identity at test time, and thus can be classified into the category of incremental task learning. We

"We note it is possible to extend our algorithmic result to the non-realizable setting, provided the label has
symmetric sub-gaussian noise.



note there is also empirical research focusing on unknown environment identity, which would be an
interesting direction for future work (See Section[7).

The guarantee that we wish our learning algorithm to obtain is as follows:

Definition 2.2 (Goal of Continual Learning). Let d,k, 7 € N, r < d,k, € € (0,1/2). Let H be a
function class in which the feature mappings from R? to R” lie. The continual learning problem
involves k environments D1, ..., Dy. We assume there exists a function R* € H and a sequence
of linear classifiers vy, ...,v; € R" such that for any (z,y) ~ D; (i € [k]), the label satisfies
y = (vf, R*(2)).

The continual learner has sequential access to environments D1, ..., Dy, as well as access to
arbitrarily many samples per environmenﬂ The goal is to learn a representation function R € 'H
and a sequence of linear prompts v1, . ..,v; € R” that achieve a good accuracy on the current task
and do not suffer from catastrophic forgetting. Formally, in the i-th environment (i € [k|), the learner
optimizes the feature mapping R and the linear classifier v; (without changing v, ...,v;—1) and
aims to satisfy

¢ Avoid catastrophic forgetting: During the execution of the i-th task, the algorithm guar-
antees that

L(R,vj) == E  ((vj,R(z))—y)*<e forallj=1,...,i—1,

1
2 (z,y)~D;
* Good accuracy on the current task: Ar the end of i-th task, the algorithm guarantees that

L) =5 B (wnR@)- 9P <e

For linear feature mapping, the representation function can be written in a linear form R(z) = U " x
for some U € R¥*", and it implies the i-th environment is generated by a linear model. That is,
defining w; = Uv; € R%, one can write y = (v;, U " x) = (w;, z).

Remark 2.3 (The benefit of continual learning with linear feature). Note, for linear features, it’s
in principle possible to just learn a sequence of linear classifiers wy, ..., w, € R? separately—
without learning a low-dimensional featurizer. Choosing an r-dimensional featurizer confers memory
efficiency (O(kr + dr) vs. O(dk)) and sample efficiency (O(r) vs. O(d) samples per task in the
asymptotic regime k — co). Furthermore, the linear case is a sandbox that can be mathematically
analyzed and can generate insights for the nonlinear case as well.

2.2 DPGrad: Efficient gradient based method for linear features

For the case of linear features, we propose an efficient algorithm which we term DPGrad (pseudocode
in Algorithm I)), which is an efficient gradient based method and provably learns the representation
while avoids catastrophic forgetting. Towards stating the result, we make a few technical assumptions.
Assumption 2.4 (Distribution assumption). For any i € [k], we assume D; has zero means and it is
in isotropic position, that is, Eyp,[z] = 0 and Eyp,[zz "] = I.

Remark 2.5. This assumption is largely for convenience. In fact, one can replace the isotropic
condition with a general bounded covariance assumption, our algorithm still can work with extra
preprocessing step, and the sample complexity scales with the condition number of covariance matrix.
Assumption 2.6 (Range assumption). For any i € [k|, w; has bounded norm, i.e., ||w;||2 < D.
Assumption 2.7 (Signal assumption). For any i € [k], let W; = span(wy, ..., w;), W, | be the
space perpendicular to W; and Py, Py, , be the projection operator. We assume either w; belongs to
W;_1 or it has non-negligible component orthogonal to W;_y, i.e., || Pw,_, , wi||2 € {0}U[1/D, D].
Assumption 2.8 (Bit complexity assumption). Each coordinate of w; is a multiple of v > 0.

Remark 2.9. The Range and Signal assumptions are standard in the statistical learning literature.
The former ensures an upper bound on |w;||2 and the later ensures that a new task provides enough
“signal” for new features. They are used to set up learning rate and number of gradient iterations.

The results easily extend to the finite sample case using standard techniques. We focus on the population
results to keep the focus on the online nature of the environments.



Remark 2.10. The Bit complexity assumption states that w; can be described with a finite number
of bits, and is mostly for convenience — namely so we can argue we exactly recover w;—which
makes calculations involving projections of features learned in the past cleaner. Since the number of
gradient iterations only depends logarithmically on v, one can relax the bit complexity restriction to
only approximately recovering the ground truth features up to a polynomially small (in d, k, D, €)
precision. Our argument can still go through at the cost of some additional error analysis.

The main result is then as follows:

Theorem 2.11 (Continual learning with linear features). Let k,d,r € N, r < k,d, ¢ € (0,1/2).
When the features are a linear function over the input data, under Assumption|2.4and Assumption|2.6}
with high probability, DPGrad provably achieves good loss and avoids catastrophic forgetting.
In particular, during the execution of i-th environment, DPGrad always ensures

1
LUw)== E (2"Uv;—y)?<e, forallj=1,2,... i1, (1)
2 (z,y)~D;

and at the end of i-th environment, DPGrad ensures

1
LU, v;) = 2 yI)END_@TUUT: -y’ <e (2)

2.3 Fundamental obstructions for non-linear features

The continual learning setup with non-linear features turns out to be much more difficult — even
without computational constraints. Our result rules out the existence of a proper continual learner,
even when all environment distributions are uniform and the representation function is realizable by a
two-layer convolutional neural network.

Theorem 2.12 (Barrier for Continual learning with non-linear feature). Let k,r > 2,d > 3. There
exists a class of non-linear feature mappings and a sequence of environments, such that there is no
(proper) continual learning algorithm that can guarantee to achieve less than ﬁ-ermr over all
environments with probability at least 1/2,under the feature extraction formalization of Definition

3 Related work

Continual learning in practice The study of continual learning (or lifelong learning) dates back to
the work of [36] and it receives a surge of research interest over recent years 15,19} 11} 15,14} 311134}
17,129,139, [18]]. A central challenge in the field is to avoid catastrophic forgetting [24}23]], which the
work of [15] observed happened for gradient-based training of neural networks. While there is a large
amount of empirical work, we’ll briefly summarize the dominant approaches. The regularization
based approach alleviates catastrophic forgetting by posing constraints on the update of the neural
weights. The elastic weight consolidation (EWC) approach [19]] adds weighted /o regularization
to the objective function that penalizes the movement of neural weights. The orthogonal gradient
descent (OGD) algorithm from [11} |5] enforces the gradient update being orthogonal to update
direction (by viewing the gradients as a high dimensional vector). The memory replay approach
restores data from previous tasks and alleviates catastrophic forgetting by rehearsing in the later tasks.
[31] introduces experience replay to continual learning. [14]] trains a deep generative model (a.k.a.
GAN) to simulate past dataset for future use. The dynamic architecture approach dynamically adjusts
the neural network architecture to incorporate new knowledge and avoid forgetting. The progressive
neural network [34] blocks changes to the existing network and expands the architecture by allocating
a new subnet to be trained with the new information. We refer the interested reader to more complete
surveys [25,[7].

Continual learning in theory In comparison to the vast empirical literature, theoretical works are
comparatively few. The work of [6] characterize the memory requirement of continual learning, when
the environment identity is unknown. The works [35] 27,1} |4] provide sample complexity guarantees
on lifelong learning. Their approaches can be categorized roughly into the duplicate and fine-tuning
paradigm: The algorithm maintains a weighted combination over a family of representation functions
and the focus is on the sample complexity guarantee. By contrast, we focus on the feature extraction
paradigm and learn linear prompts on top of a single representation function. Both the duplicate-and-
fine-tuning and the feature extraction paradigm have been extensively investigated in the literature,



detailed discussions can be found at [7] and we provide a brief comparison. From an algorithmic
perspective, learning a weighted combination over a family of representation functions (i.e. the
duplicate and fine-tuning) is much easier, as one can always initiates a new representation function for
a new task. The algorithmic convenience allows previous literature focus more on the generalization
and sample complexity guarantee, culminating with the recent work of [4]. We note again that
learning a single representation function and task specific linear prompts is much more challenging,
but has practical benefits, e.g. memory efficiency. For example, in the applications of NLP, the
basic representation function (e.g. BERT [9]) is already overparameterized and contains billions of
parameters. It is then formidable to maintain a large amount of the basic models and learn a linear
combination over them. We mention several more works that are morally related in Appendix [A]

4 Continual learning with linear feature

We restate our main result for linear feature mapping.

Theorem 2.11 (Continual learning with linear features). Let k,d,r € N, r < k,d, ¢ € (0,1/2).
When the features are a linear function over the input data, under Assumption[2.4)and Assumption
with high probability, DPGrad provably achieves good loss and avoids catastrophic forgetting.
In particular, during the execution of i-th environment, DPGrad always ensures

1
L(U,v;) = 2 yI)END.(xTUUj —y)2<e forallj=1,2,...,i—1, (D

and at the end of i-th environment, DPGrad ensures

1
L(U,v;) = 2 yI)END.(:cTUvi -y’ <e 2)

4.1 Algorithm

A complete and formal description of DPGrad is presented in Algorithm|l} DPGrad simultaneously
updates the matrix of features U, as well as the linear classifier v; using gradient descent—with the
restriction that the update of U only occurs along directions that are orthogonal to the column and
row span of the previous feature matrix. Intuitively, one wishes the projection guarantees that existing
features that have been learned are not erased or interfered by new environments. Due to the quadratic
nature of the loss, and the appearance of “cross-terms”, this turns out to require both column and row
orthogonality, and interestingly deviates from the practically common OGD method [11} 5]].

In more detail, at the beginning of the i-th (i € [k]) environment, DPGrad adds Gaussian noise
to the feature matrix U and the linear classifier v;, to generate a good initialization for U and v;.
Subsequently, we perform gradient descent to both the feature mapping matrix U and linear classifier
v;—except U is only updated along orthogonal directions w.r.t. the column span and the row span.
At the end of each environment, DPGrad has a post-processing step to recover the ground truth w; by
rounding each entry of Uv; to the nearest multiple of VE] and then update the column and row span
if the orthogonal component is non-negligible. The reason for the later step is that we only need to
preserve row space when encountering new features.

Parameters We use o to denote the initialization scale, 7 to denote the learning rate, and 7" to
denote the number of iterations for each task. These are all polynomially small parameters, whose
scaling is roughly D, d, k < o=t < n~! < T.

Notation We write [n] = {1,2,...,n}, [n1 : na] = {n1,...,n2}. Weuserand(ny, ng) € Rm1x"2
to denote a size ny X mo matrix whose entries are draw from random Gaussian N(0, 1). For each
i € [k],t €[0: T, denote U, ; to be the feature matrix in the ¢-th iteration of the i-th environment
(after performing the gradient update), denote v; + similarly. DPGrad includes a projection step at
the end of i-th environment, we use U; ng to denote the feature matrix after this projection. We use
W; (resp. V;) to denote the column (resp. row) space maintained at the end of i-th environment. Let
W, C R" be the subspace orthogonal to W and define V  similarly. Let Ry, s, Py, , Py, be the
projection onto W, V, W , V| separately.

3This is the only place where we use the Bit complexity assumption.



Algorithm 1 Doubly projected gradient descent (DPGrad)
LW, Ve0,U+0 > U € R4XT
~ € 0'3
2: 0 O(gpr)- 1 O(Fps). T + O(% log £kd) 1 O(% log &)
3: fort=1,...,kdo

4: Uinit < 0 - Py, rand(d, )Ry, , v; < o - rand(r) > Uinit € R%7, v, € R”
5: U+ U+ Upnis

6: fort=1,...,T do

7: Vu By, @@ Uvi — y)v] ], Vo, < By, [U T 2(z" Uv; — y)]

8: U=U-nPn, VuPy,

9: Vi =V — NV,

10: end for

11: end for

12: @; + Round, (Uv;) > Round to the nearest multiple of v, @; € R?

13: if || By, @W;ll2 > 1/D then W <« span(W U w;), V < span(V U v;)
14: U «+ PyUPy

4.2 Analysis

We sketch the analysis of DPGrad and prove Theorem Due to space limitation, the detailed
proof is deferred to Appendix [B] The proof proceeds in the following four steps:

1. The first step, presented in Section[d.2.1] reduces continual learning to a problem of continual
matrix factorization and it allows us to focus on a more algebraically friendly objective
function.

2. We then present some basic linear-algebraic facts to decompose the feature mapping matrix
U, its gradient, and the loss into orthogonal components. The orthogonality of gradient
update allows us to decouple the process of leveraging the existing features and the process
of learning a new feature, as reflected in the loss terms and gradient update rules. See
Section for details.

3. In Section[4.2.3] we zoom into one single environment, and prove DPGrad provably con-
verges to a global optimum, assuming the feature matrix U from previous environment is
well conditioned. This step contains the major bulk of our analysis: The objective function of
continual matrix factorization is non-convex, and no regularization or spectral initialization
used. (We cannot re-initialize, lest we destroy progress from prior environments.)

4. Finally, in Section|4.2.4] we inductively prove that DPGrad converges and the feature matrix
is always well-conditioned. This wraps up the entire proof.

4.2.1 Reduction

We first recall the formal statement of the problem of continual matrix factorization.

Definition 4.1 (Continual matrix factorization). Let d,k,r € N, r < d,k, ¢ > 0. Let W =
[wi,...,wg] = US(V*)T € R where U* € R&>*" V* € R¥*". In an continual matrix
factorization problem, the algorithm receives w; € R® in the i-th step, and it is required to maintain
a matrix U € R¥™" and output a vector v; € R such that

E(U,0) = 51U — will3 < e G

and
E(U,vj):%HUvj—wjllgge j=1,...,i—1 4)
The key observation is that running DPGrad on the original continual learning objective (2)) implicitly
optimizes the continual matrix factorization objective (3) (Lemmal[4.2). Moreover, an e-approximate

solution of continual matrix factorization is also an e-approximate solution of continual learning
(Lemma}4.3).



Lemma 4.2 (Gradient equivalence). Under Assumption for any i € [k], the gradient update of
objective (2) equals the gradient update of objective (3).

Lemma 4.3 (Objective equivalence). For any wy,...,w, € R, U € R and vy, ..., v; € R,
suppose L(U, v;) = L||Uv; — w;||3 < € holds for all i € [k], then L(U, v;) = 1 E(, yop, (T Uv; —
y?’<e

Combining the above observations, it suffices to analyse DPGrad for continual matrix factorization
and prove Eq. (3) and Eq. ().

4.2.2 Decomposition

We first provide some basic linear algebraic facts about orthogonal decompositions. For any i € [k],
we decompose U;, v;, w; along W;_1, W;_1 1, V;_qyand V;_; .

Let w; = w; 4 + w; p where w; 4 € W;_; and w; g € W;_1 1. Note this decomposition is
unique. We focus on the case that ||w; |2 € [1/D, D] in the following statements, and the case of
[[wi,B||2 = 0 carries over easily. (These are the only two cases, per Assumption[2.7). Similarly, let
U; = U;,a + U; g, where each column of U; 4 lies W;_; and each column of w; p liesin W;_; | .
(Note, again, U; 4 and U; p are unique.) We further write U; g = w;, Ba:iT + U2, where the columns
of Ui’g lie in WiflﬁL\{wi’B}. Finally, denote v; = Vi1 + V52 with Vi1 € V;_1 and Vi € Vifl’J_.
We summarize decompositions mentioned above, with a few additional observations, in the lemma
below:

Lemma 4.4 (Orthogonal decomposition). For any i € [k] and any t € [0 : T, there exists an unique
decomposition of U, , w; and v; ¢ of the form

Uit =U; a0+ UiByt, column(U; 4,0) € Wi_1,column(U; 1) € W,_1 1,
row(U; a0) € Vic1,row(Ui Bt) € Vi1, 1

w; = W; A + W5 B, wi A € Wi_1,w;p € Wi o
Ui.p:= wi,Bl‘Zt +Ui2t, it €Vic1,1,row(Ui2,) € Vic1, 1, wi g L column(U; 2,4)
Vit = Vi1, T Vi2t Vi1t € Vie1,Vi2e € Vi1, 1.

Here we use column(A), row(A) to denote the column and row space of matrix A, and column(A) €
W if the column space of A is a subspace of W.

Since U; 4+ remains unchanged for t = [0 : T'], we abbreviate it as U;, a hereafter. We next provide

the exact gradient update of each component under loss function L(U;, v;) = 2|Usv; — w;|3 and
orthogonal projection.

Lemma 4.5 (Gradient formula). For any i € [k], the gradient update (after projection) obeys
the relations (1) Va,(L) = via(z]vi2 —1); (2) Vu, (L) = Usgviavly; (3) Vo, (L) =
Uy Ui, aviy — U ywi 4 and (4) Vo, (L) = |lwi |5 (z] vi2 — Dai + U LUs 204 2.

?

We perform a similar decomposition to the loss function.

Lemma 4.6 (Loss formula). For any i € [k],t € [T], we have

2

3. ()

~ 1 1 1
LUy, vi4) = §||Ui,A'Ui,1,t — wi,A”% + §\|wi,B||g($Ztvi,2,t —-1)° + §||Ui,2,tvi,2,t

Decoupling existing features from “new’’ features We now offer some intuitive explanation for
the decomposition. The first loss term in Eq. (3) quantifies the error with already learned features.
That is, the matrix U; 4 stores existing features that have been learned, and it remains unchanged
during the execution of the ¢-th environment; it remains to optimize v; 1 ; such that U; 4v; 1, matches
w;, 4. The second and last loss term quantify the loss on a new feature, wherew; p is the new feature
component, and the matrix U; o ; can be thought of as random noise. Intuitively, one should hope
x;vLZt = 1 and this matches the new component of w; p. At the same time, one hopes U; 2, would
disappear, or at least, ||U; 2,+v; 2.¢]|2 — 0 when ¢ — oo.



4.2.3 Convergence

For a fixed environment, we prove w.h.p. DPGrad converges and the loss approaches to zero, given
the initial feature mapping matrix U; 4 is well conditioned.

Lemma 4.7. For any i € [k], suppose U; 4 satisfies 2\% < omin(Ui,4) < Omax(Ui,a) < 2D,
where 0win(Us 4) and omax(U; 4) denote the minimum and maximum non-zero singular value of
matrix U; 4. After T' = O(% log £kd) 1 O(% log &) iterations, with probability at least 1 — O(1/k),
the loss L(U;,v;) < ev/Dnk.

Outline of the proof DPGrad ensures existing features are preserved and it only optimizes the
linear classifier, hence a linear convergence rate can be easily derived for the first loss term, given
the feature matrix is well-conditioned. The key part is controlling the terms that capture learning
with new features, i.e., the second and last loss term, where both the feature mapping U; p and linear
prompt v; get updated. In this case, the objective is non-convex and non-smooth. Our analysis draws
inspiration from the recent work of [40], and divides the optimization process into two stages. We
prove DPGrad first approaches to a nice initialization position with high probability, and then show
linear convergence

To be concrete, in the first stage, we prove (1) J?Itvig’t moves closer to 1, and (2) ||xlt —
|lw; Bll2vi2.¢]l2 = 0. That is, the second loss term of Eq. (3)) decreases to a small constant while
the pairs x; ¢, v; 2,; remain balanced and roughly equal up to scaling. Meanwhile, we note U; 2 ¢
is non-increasing, though the last loss term could still increase because ||v; 2 ¢||2 increases. In the
second stage, we prove by induction that ||Ui’T27tvi72,t ||2 and |£L'1T Vi 2t — 1] decay with a linear rate
(hence converging to a global optimal), and ||x; ; — ||w;, B||2vs,2.¢]|2 & 0.

4.2.4 Induction

Lemma4.7|proves rapid convergence of DPGrad for one single environment. To extend the argument
to the whole sequence of environments, we need to ensure (1) the feature matrix is always well-
conditioned and (2) catastrophic forgetting does not happen. For (1), we need to analyse the limiting
point of DPGrad (there are infinitely many optimal solutions to Eq. (3)), make sure it is well-balance
and orthogonal to previous row/column space. For (2), we make use of the orthogonality of DPGrad.

Proof Sketch of Theorem|[2.11] Thanks to the reduction established in Section [4.2.1] it suffices to
prove Eq. (3) and Eq. {@). For each environment ¢ (¢ € [k]), we inductively prove (1) DPGrad
achieves good accuracy on the current environment, i.e., ||U; rv; — w;||2 < ev; (2) The feature

matrix U; remains well conditioned, i.e. ﬁ < Omin(Uiend) < Omax (Ui end) < 2v/D and (3) The

algorithm does not suffer from catastrophic forgetting, i.e., ||U; sv; — w;||2 < eforany j < i,t € [T).

The first claim is already implied by Lemma For the second claim, one first shows DPGrad
exactly recovers w; by taking w; = w; = Round, (U, rv;). When w; g = 0, one can prove the
feature matrix does not change, i.e, U; end = Uj—_1,end; When w; g € [1/D, D], then one can show
Ui,end ~ Ui,end + mwivBUIZT’ as w; B L CO|Umn(Ui—1,end)7vi,2,T 1 rOW(Ui—l,end) and

I ToraTe 21T||2 wpv, 4 7| < O(VD), the feature matrix U remains well-conditioned. The last claim can
i,2,T 12 4
be derived from the orthogonality. This wraps up the proof of Theorem [2.11] O

5 Lower bound for non-linear features

We next consider continual learning under a non-linear feature mapping. Learning with non-linear
features turns out to be much more difficult, and our main result is to rule out the possibility of
a (proper) continual learner. We restate the formal statement. The detailed proof are deferred to

Appendix [C]

“We note most existing works on matrix factorization or matrix sensing either require some fine-grained
initialization (e.g. spectral initialization [8]]) or adding a regularization term that enforces smoothness [13]], none
of which are applicable in our setting.



Theorem 2.12 (Barrier for Continual learning with non-linear feature). Let k,r > 2,d > 3. There
exists a class of non-linear feature mappings and a sequence of environments, such that there is no
(proper) continual learning algorithm that can guarantee to achieve less than ﬁ-ermr over all
environments with probability at least 1/2,under the feature extraction formalization of Definition

Our lower bound is constructed on a simple family of two-layer convolutional neural network with
quadratic activation functions. The input distribution is assumed to be uniform and the target function
is a polynomial over the input. The first environment is constructed such that multiple global optimum
exist (hence the optimization task is under-constrained). However, if a wrong optimum solution is
picked, when the second environment is revealed, the non-linearity makes it impossible to switch
back-and-forth.

Proof Sketch. 1t suffices to take k = 2,d = 3,7 = 2 and we sketch the construction here. For
both environments, we assume the input data are drawn uniformly at random from 55(0, 1), where
B3(0,1) denotes the unit ball in R? centered at origin. The hypothesis class H consists of all
two-layer convolutional neural network with a single kernel of size 2 and the quadratic activation
function. That is, the representation function is parameterized by w € R? and takes the form of
Ry(z) = ((w,m1.2)%, (w, x2.3)?) € R?, where z € R?, z;,; € RI~F1 is a vector consists of the
i-th entry to the j-th entry of z.

The hard sequence of environments are drawn from the following distribution: (1) The objective
function f; of the first environment is fi(x) = z3; (2) The objective function f, of the second
environment equals fo(x) = x2 with probability 1/2, and equals f2(z) = 2% with probability 1,/2.
Note the continual learning task is realizable and one can prove no (proper) continual learning
algorithm can guarantee to achieve less than 1,/1000-error on both environments with probability at
least 1/2. O

Though our lower bound instance uses a polynomial activation function, this assumption is not
essential — in Appendix [C| we prove similar lower bounds with a ReLU activation function.

6 Experiments

For linear feature functions, we perform simulations on a synthetic dataset to verify the practicality
of DPGrad and compare its performance with vanilla SGD and Orthogonal gradient descent (OGD),
a close practical cousin of our algorithm. In our simulations, we set d = 100, » = 20, k£ = 500 and
the ground truth U*, V* is drawn from Gaussian. The input data are sampled from N (0, I;) and we
draw 1000 samples for each task. Additional details about the setup can be found in Appendix [D}
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Figure 1: Continual learning with linear feature: comparative performance of DPGrad/OGD/SGD.
Data is synthetically generated with d = 100, r = 20, k£ = 500 and the ground truth U*, V* is drawn
from Gaussian. Additional details about the setup can be found in Appendix

The results are presented at Figure [T} It indicates the (1) practicality of DPGrad and (2) DPGrad
significantly outperforms the vanilla SGD and OGD (of course, DPGrad is designed for this kind of
data). The population loss is measured at the end and the it equals ||[Uv; — w;]|2 for each task . The



average error of DPGrad is 0.001, the average error of OGD is 83.59, the average error of SGD is
5.16.

Moreover, in Appendix [E| we provide additional experimental results on two popular benchmarks,
Rotated MNIST and Permuted MNIST. Since DPGrad is designed specifically for linear regression,
we provide two variants of DPGrad (without provable guarantees on their performance, of course)—
one is a modification suitable for multi-class classification, the other is a modification suitable for
non-linear featurizers. Detailed numbers and figures can be found in Appendix [E} In brief, both
algorithms alleviate catastrophic forgetting and perform much better than vanilla SGD. Furthermore,
the performance of both is much more stable than OGD and the accuracy remains at a high level
across tasks.

7 Conclusion

In this paper, we initiate a study of continual learning through the feature extraction lens, proposing
an efficient gradient based algorithm, DPGrad, for the linear case, and a fundamental impossibility
result in the general case. Our work leaves several interesting future directions. First, it would be
interesting to generalize DPGrad to non-linear feature mappings (perhaps even without provable
guarantees) and conduct an empirical study of its performance. Second, our impossibility result
does not rule out an improper continual learner, and in general, one can always maintain a task
specific representation function and achieve good performance over all environments. It would be
thus interesting to investigate what are the fundamental memory-accuracy trade-offs.
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A Additional related work

Representation learning More broadly, our work is also closely related to representation learning.
Some recent theoretical works [20} 21} 28| 38, [22] 37, [10] provide generalization and sample com-
plexity guarantees for certain formalizations of multi-task learning based on the existence of a good
representation. The work of [33|[32]] formulate the problem of out-of-distribution generalization and
provide theoretical guarantee, similarly, under the assumption of a good representation.

B Missing proof from Section [4]

B.1 Missing proof from Sectiond.2.1]

We first present the proof of Lemma[4.2]

Proof of Lemma[d.2] For any i € [k], the gradient of feature matrix U w.r.t. objective Eq. (Z) equals

Vu = ( I?: - [z Uv; —y)v | = ED [z Uv; — 2w, | = (Uv; —wi)v) . (6)
z,y)~D; z~D;

The first step follows from y = x'w; for any (x,y) ~ D; and the second step follows from
E.,~p,[xx "] = I,. The RHS of the above equation exactly equals the gradient of Eq. (3) for U
(before and after projection to W,_1).

‘We next observe

Vo, = ( Igi D [UTx(a:TUUi —y)] = ED [UTJJ(I‘TU’U - J;Tw7)} =U"(Uv; —w;), (7)
z,y)~D; z~D;

and the RHS of the above equation matches the gradient of Eq. (3) for v;. We conclude the proof
here. O

We then include the proof of Lemma[4.2]

Proof of Lemma We have

1 1
- E ; — 2 _ E — T i 2
5 (x,y)~D1($ Uv; — y) 5 (z,y)NDl(x Uv; — z ' w;)
1
= 5(le —w)" E ‘[m:T](le —w)"
1 2
= §||U'UZ - wl||2 S €.
where the first step follows from y = x " w; for any (z,y) ~ D; and the third step follows from
E,,~p,[zx ] = I,,. This concludes the proof. O

B.2 Missing proof from Section[4.2.2]

We first present the proof of Lemma4.4]

Proof of Lemma[d.4} For the first term, when ¢ = 0, one has column(U; 40) € W,;_; and
column(U; o) € Wi_1,1, and these indicate (1) U; a0 = Ui—1,end> row(Ui—1,end) € Vi—1
and 2) U; o = Ui inits row(U; init) € Vi—1,1. Hence we conclude row(U; 40) € V;—1 and
row(U; 4,0) € V;—1,1 . Since the gradient update is perform along W;_1 | and V,_; |, one has U; 4
remains unchanged, i.e., U; 4+ = U; a0 (t € [T)]), and the update of U, g is along V;_; | , hence
row(U; g,) € V1,1 continues to hold.

For the third term, for any ¢ € [0 : T, one has
T T T T 2. T
Vie1,1 3 w; Ui pr = w; gwi BT 4 +w; gUi 21 = [Jwi B354,

where the second step follows from column(U; ;) € W;_1 1 \{w; p}. Hence we conclude z;; €
Viz1,.1. Since row(U; B.+), row(wLB:z:It) € V;_1,1,0nehas row(U; 2;) € Vi_1,1. O

Ly
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We then prove

Proof of Lemma The gradient of U (before projection) satisfies
T
VUi = (Uzvz - w,-)vi

T T T T

=Uiaviv; +UiBuiv; —wiav; —w;BY;

T T T T T
= (Ui,aviv; —w; av; ) + (wi pr; + Us2)viv; —w; po;

T

(]

= (ULA’UZ"UZT - wi_,AvZ-T) + wi,Bv:(x?vi — 1)+ U 2vv

where the first step follows from Eq. (6)), the second and third steps follow from the first three terms
of Lemma 4.4

The actual update (after projection) obeys
PWi—l,LVUiPVi—l,L = PWi—l,L((Ui7AviUZT - wiyszT) + wi,BviT(xiTvi - 1) + Ui72viv;r)PV

= (’LUi7BU;r(:17;rUi — 1) + UQU»L‘U,LT)PV

i—11
i—11

T T T
= w; BV; o(%; vig — 1) + Ui 20; 20; o,

where the second step follows from w; 4,column(U; 4) € W,;_q, the third step follows from
row(U; 2) € V;_1,1 and z; € V;_1 1, see Lemma4.4|for details.

Hence, we conclude

T T
Vmi = 'Ui,2(-’13i Vi 2 — 1) and vUi,2 = Ui)gvi721}i72.

We next calculate the gradient of v, it satisfies
Vvi = U;(Uivi — wi)
= ZTAUi,AUi + UiTBUi,BUi - UZTAwi,A - UiTBwi,B
= ZTAUi,AUi,l - UZTAwi,A + UZTBUi,BUiQ — UzTBwi,B-

The first step follows from Eq. (7), the second step follows from the first two terms of Lemmaf#.4} The
third step uses the fact that row(U; 4) € Vi—1, v;1 € Vi1, v50 € Vi1 and row(U; g) € V_1, 1

Hence, we have

T T
Vi = U aUiavin — U qwia

and
Vo, = Uz‘TBUi,Bvi,Q - UZ'TBwi,B
= (wi,BfL”;r + Ui,z)T(wi,Bﬂf;r + Ui 2)vi2 — (wi,BCE;‘r + Ui,2)T’wi,B
= 2i||wi g3z via + UiTgUi,QUm — xi||lw; B3
= ||lwi g3 (z vi — Vi + UJgUi,2Ui,27
where the third step holds due to w; g L cqumn(ULQ). ‘We conclude the proof here. O

Finally, we prove

Proof of Lemma{.6] For any i € [k],t € [T], we have
Ui 4vie — will3 = (Ui,a + UsBt) (Vi +vi2e) — wia— wi,BH%
=|Ui avi1e + U Bavios — wia — wi,Bllg
= |Us,a,vi16 — wi,allz + |Ui,B.¢vi 20 — wiBll3
= ||Ui avi1e — wiall3+ ||(U/i,B-TZt +Uint)vias — wigl3
= ||Ui avi1e — wiall3+ ||wi,B||§($iT,tUz‘,2,t — 1)+ |Ui 2.4vi 2.4 ||3-

The second step follows from row(U; 4) € V,_1, row(U; g) € Vi1, 1, Vi1 € Vi1, Vi €
Vi_1,1, the third step follows from U; av; 1.+ —wia € W;—1 and U; g voy —w;. B € W;—q, 1. The
last step follows from w; g L column(U; 2 ;). O
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B.3 Missing proof from Section[d.2.3]

In the proof, we write © = y + z if « € [y — 2,y + z]. For simplicity, we assume log(1/ev) < k, d.
First, we prove linear convergence for the first loss term.

Lemma B.1 (Fast learning on existing features). For any i € [k] and t € [T, we have

¢
U, avi1e — wialla < (1— n |U;, avi1,0 — wi all2-
4D

Proof of Lemma(B1] This follows easily from the standard analysis of gradient descent for least
square regressions. For any ¢ € [0 : T — 1], one has

Ui 401,41 — wiallz = |Uia(vige — n(U 4Us avia e — U qwi a)) — wi a2
= (I = U3 AU 4) (Ui, avi10 — wi a) 2

< (1= 75| Usavia e = i)z

The first step follows from the gradient update formula (see Lemma[4.3), the third step follows from

Ui avi1s — w4 € column(U; 4), and 2D > Omax(Usi a) > Omin (Ui a) > —2\}5 and n < i.

‘We conclude the proof here. O

We next focus on the second and last loss terms. One can show that xlT +V;,2,+ moves to 1 while
Nlws. Bll2®i s — vi2.¢||2 remains small in the first T} = O(% log %) iterations.

Lemma B.2. With probability at least 1 — O(1/k) over the random initialization, there exists
T = O(% log g), such that for any t < T4, one has (1) ||||w;, Bll2®it — vi2.tll2 < O(rolog(k/o));
(2) .Z'Zt’l)iﬁg’t < 0.9whent <Tyand 0.9 < ‘TITlviQ:Tl <1;(3) UiTQ,tUi,27t = U1T2,0Ui’270'

Proof of Lemma[B.2] Recall our goal is to prove

L wi,gll2zit — vizlle < O(rolog(k/o)),
2. xztvi&t < 0.9whent < Tj and 0.9 < xiTTlvi,27T1 <1,

T T
3. Uio Uit 2 U, 5 0Ui 2,0

We inductively prove these three claims. For the base case, we have that

1

Ti0 = IT— X
' lwi g3

1
T T T
wi7BUi,B70 = ”w H2wi7BPWi—1,LUi7initPVi—l,i = i,BUi,initPVi—l,L
i,B1]2

lwi.B 3

~ ——— -rand(r,1) Py, 8
||wi,BH2 ran (’I“, ) Vic11o ®)

where in the first step we use the fact that U; p o = wLBa:IO + Ui 2,0, wi, L column(Uj 2,), in

the third step, we use w;, g € W;_1 1. The fourth step follows from ﬁwz Ui init 1s a random

w; Bl
Gaussian vector with variance m Similarly, we have

Vg0 =o0-rand(r,1)Py,_, | . ©)
Hence, with probability at least 1 — O(1/k), we have

||||’LUZ‘,B||2.1]‘70 — ’Ui72,0||2 < O(’I“O' log(k)) and $Iovi7270 < O(O’QTD IOg(k)) < 1.
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We have proved the base case. Now suppose the induction holds up to time ¢, for the (¢ + 1)-th
iteration, we first go over the first claim. One has

lws,ll2@i 1 — vize1 13 — lllws,ll2wse — vig, tH%

( zt”zZt 1) —nU; 2tUz2t”z72,t)H2

= |[llwi,Bll2(xie — nvie (@] vias — 1)) = (vigs —
— lwi,Bll2zie — vi2ell3
( T, tU%Q,f 1)+ U 2 tU

= [[(lws,Bll22i4 — vi2e) — nviallwi pll2(x] vie — 1)

— wi, Bll2xis — vi2.ll3

*277<||sz||21'11‘,*U12t7$zt||wiBH ( 7tv12t*1) U’LQleB” ( 1fv22t,1)+U 2fU12tv22t>

+ O(n*D?)
= 2n||wi gll2(x{ vi 2 — DlllwiBllawis — vidl5 +nlllws sllowir — vias, Uy Ui 1vi2.)

L O(n2DY) (10)
< 2n(||lwi,Bllozie — Vi, Usla 1Us 2, 4vi24) = O(n*D*)
< O(nra®d®D) + O(n* DY). (11)

The first step follows from the gradient update formula (see Lemma4.3)), the third step follows from
that

UL Ui gaviplle <1, [llwisll3(2] 026 — Daiella < O(D?)

and
lwi,Bll2 (2] iz, — Dviagll < O(D?),

which can be derived easily from the induction hypothesis. The fifth step follows from thvw,t <1
when ¢t < T7. The last step follows from

llwi,sllowie — vizall < O(ro), U Uizall < 1Uila0Uizoll < O(d?0%), viz.lle < O(D),
12)
which can be derived easily from the induction hypothesis. Combining with < 5—25, o< D%dg and
the total number of iteration is 77 < O(% log f) one can proved the first claim.
For the second claim, we have that
thJrlvi,Q,tJrl - xz—'l,—tviﬁ,t
= (w4, — "7'Ui,27t($;‘|:tvi,2,t — 1) " (vi2,e — nwi||wi |3 (2 x;, Tioe — 1) — U, 2.4Ui2,viat) — CCZTt% 2.t

= —nllwi sll31ziell5 + l[vi2l13) (@] vi2e — 1) = ] Uy Ui 24020 £ O(n>D?) (13)

1
P §n(llwi,3\|§llxi,t||§ + i 2el3) (@ vi2e = 1) = O(* D)

1
= 557 2+ lvi2il3) = O*D7). (14)
The first step follows from the gradient update formula (see Lemma[4.3)), the second step holds since
[vi2,6 (2] vi2e=D)l2 <OD),  Nwipll3(@]viz—Dzislls <OD?) and  |[U, Uiz vi24lls < 1.

Again, these inequalities can be derived easily from the inductive hypothesis. The third step holds
since Ul Ui oy 2 Uy Uigy < O(d20?) - I, and therefore,

|2 Ul Ui ,v2,4] < O(d20%) - [wiillzl|viz,elle < [(lws, s l3]12iell3 + |0i,2,63) (2] pvi 2,0 = 1.
The last step uses the fact that .’177:7t’l}2)t < 0.9whent <Tj.

We next bound the RHS of Eq. (T4) and prove it can not be too small. We focus on ||||w; gll22; t+1 +
v;.2.1+1]]2 and prove it monotonically increasing. In particular, at initialization, with probability at
least 1 — O(1/k), due to anti-concentration of Gaussian, we have

[lwi Bllzi0 + vi2oll2 = ollrand(r, 1) Py, _, | [l2 > o/k. (15)
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Furthermore, we have

wi—1,Bll22i 411 + vizes1ll3
= |[llwi—1,Bll2(®se — ni 2, (@] Wi2e — 1) + (V2 — nicllw B3 (@] vioe — 1) = U5  Ui2avi2d) I3
= |[|lwi,Bll2zis + vi2.ll3 + 2nllws 5ll2(1 — @ i 2.0 [[[wi, B ll2wie + vi2ell

+ 0{||wi,Bll2wi ¢ + vizt, Ul 1Uiaavias) = O(n° DY)
1
> (1+ 2*077|

where the first step holds due to the gradient update formula (see Lemma[d.3)), the second step holds
due to Eq. (I2). The last step holds since

lwi,Bll2) |ws, Bi ¢ + vi2.ll3, (16)

a

1
U4 Ui 2,002,012 < O0(d*s*D) < 05D < o

wi,Bll2 - Illwi,zll2zi0 + viz20ll2

< 40 —w; Bll2 - 1|wi,Bll2%it + vi2ll2
and
o2

4Ok:2D — 40

O(nD*) <«

H wi gll2- |[|ws,ll2zi0+vi20l3 < = 40

Hence, we conclude that ||||w; 5|22+ + v2,:]|2 is monotonically increasing, and in particular,

lwi,Bllazis +vizills > llwisll2wio + vizolls = Q0 /k?) vt € [T1]
D k
lws,Bll2@: + vialls > Q1) t> O(g log ;)

The second inequality follows from Eq. (T6). Plugging into Eq. (T4), one has

5) — O(’D?)

1
Tl Vi1 — T Vi > %W(HW,BH%H%tH%

1
> on(llws sllowis +via ) — 062 DY)

Vv

{ 0 te [T
D k
Qn) t=0(7log7)
Hence, after at most 7 < O(D 1og ) iterations, we have 0.9 < szTl v 2,7, < 1. It would not
exceed 0.9 too much since by Eq @) the change per iteration is at most
|2 iz — @ il S n(llwisl3llwi3 + [viz.ell3)
< n(lws,Bllawe = vi2ell3 + 2lws, Bllax vi04) < 4nD <1 (17)
For the third claim, we have
U¢T27t+1Ui,2,t+1 = (Ui,2,t - ﬂUi,z,tvi,z,tU;,rz,t)T(Uz‘,z,t - ﬁUi,z,tvi,z,tU;,t) = Ui—,rz,tUi,2,t~

The last step holds since (I — v;,2,1v;'5,) is a PSD matrix and (I — v;,2,4v;'5,) < I. We have proved
all three claims. O

A linear convergence of the second and the last loss terms can be shown, after the first 7} iterations.
Lemma B.3. Let Tg = O(D log(k4L)). After T = Ty +1T5 iterations, we have (1) |szvi72,T—1\ <
ev/kdD; (2) U}, +U, zTUzzTHz < ev.

Proof of Lemma (B3| For the t-th iteration (¢t € [T} : T5]), we prove the following claims inductively.

1. |CCIt'Ui,2,t -1 < %(1 _ %)thl’
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2. ||Ui,tvi,t

2§ (1_%)75—T1

2
3. [lwi,Bllawic — vizell2 < O(ro).

The inductive base (t = 77) holds trivially. Assuming the hypothesis holds up to time ¢, we start
from the first claim. We have that

(1 =2/ vize) — (1= 2] via4)
= — (@1 — nvi,Q,t(x;rUi,Q,t — ]-))T('Ui,t - 77$i,t||wi,B||g($ItUi,2,t —-1)— ﬁUsz,tUi,z,tvm,t) + xztvi,zt
= n(llwi I3l el13 + lvi2.el3) (@] vize — 1) + 0zl Uls Ui 24vio £ O D?|a] i 24 — 1).

The first step follows from the gradient update formula (see Lemma [.3), the second step follows
from

lwi, B3]zl < O(D?),  lvigilla <D and  |Uizvi.)2 < 1.
Since

1
lwi, 5131123115 + llvi2,613 = [llws,llzie —vizell3 + 2(llwi,Bllaie, viz,e) > D
holds due to our inductive hypothesis, we further have that

|1 — ‘Tz—’l,—t+1v’i,2,t+1| <(1- %)H - m;:tviaQ,tl + 77|x;,rtUi—,r2,tUi,2,tUi,2,t| + O(nzDs‘x;l,—tUi,Zt —1).

(18)
Case 1. Suppose (1 — 75)"* 1 < |z] 004 — 1| < 1(1 — 75)"~ ™, then we have
n 1 n _
1= 2l 1vi2em] < (1 - D)t ] 0i2,] < Z(1= 4D)t+1 .
This holds due to Eq. (T8), nD? < ;&5 and
~ 1
2 Ul Ui 2.1vi2.| < [z, Uls ll2||Ui 2,005 2.4 ]2 < O(Ddo) - 2| i — 1] < Eu;,rtvi,lt -1,
where the second step holds due to the induction hypothesis.
Case 2. Suppose |z v 2 — 1] < 5(1 — 75)""27 71, then we have
Nl Ul Uisaval £ 007 2l vi20 = 11D) < 5- O(Ddo) - (1= 75)' "™ + O*D?) - (1= 75)" ™"
<l ywen 0
2 4D 4D’
where the first step holds due to induction hypothesis and
@ U Usaavial < el Ul illolUszvizels < O(Ddo) - (1= 75"
Therefore
1 n _ 1 n _ i 1 Ui _
17T i <7177t+2 T 7177t+1 T1‘7:7177t+1 Tl'
| xl,t+1v727t+1|—2( 4D) +2( 4D) 4D 2( 4D)

Next, we prove the second claim. We have
Ui 2,t41vi2,641|l2
= ||(Uiz2,s — 77Ui,2,tvi,2,t'UZQ7t)(Ui,2,t - UIi,t||wz',BH§(I7;TtU¢,2,t -1) - nUiTQ,tUi,Q,tvi,Q,t)”Q
<|Ui,2,vi2.4(1 — nUZQ’tUi,Q,t) - 77Ui,2,tUiTg,tUi,z,tUi,z,t||2 + 77Hwi,B||g|$ItUi,2,t — 1| Uiz2sxitll2
+ O(*D?) - ||Ui 2,4 2.4|2
< (1= 50l[vi 2,4 [15/6)|Us 2,40 2,¢l2 + nllws, 513127 vi 2,0 — U[|Ui 2,021l

U
<(1--L

Ui 2,6v5,2,¢ll2 + nllwi, 611312 vi2.e — 1| Ui 2025t 2, (19)
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where the first step follows from the gradient update rule (Lemma4.3)), the second step holds due to
triangle inequality and

2 <OD), |z} vize = Ulwipl3llzidlz < O(D?) and ||Uj Ui zavize] <1,

[vi,2,1
the third step holds due to nD? < ||v; 24|3/6 and the last step holds since

vi2,013 = v g4 (lws,Bll2wi,e + vi2,e — lwi,Bll2wi)

V

> |lwi,Bll2a 5 vi2e — vi2ellalllwiBll2wie — vioell2

> L O(Dro) > l

- 2D 5D
Case 1. Suppose (1 — 7)™ < ||Ui 202,42 < (1 — 75)" ", then
1Gszervizesale < (1 = 3%)||Ui’27wiv2)t| o + nllwi B3| vi 2, — Ui 2,2l
n N \t+1-T
< (1 - -—)|U; . <(1-L 3
< ( 4D)|| 12,0V 2z < ( 4D) )
where the first step comes from Eq. (T9), the second step comes from
1 .
nllws, s3]z iz — Ui 20wz < nD? - 5(1 _ %)t Ti . 5(Ddo)
U N \t+2-T n
< — (1 - — < ) .
- 12D( 4D) - 12D|| 1,2,tv2,2,t||2

Case 2. Suppose |[Uyvafl2 < (1 — 55)"27 71, then

Ui 244101 2,041ll2 < Ui 24vi 2 ll2 + nllws 113 - |2 vi20 — 1] - Ui 203

2
N \t+2-T I 9 N \t-1 A
<(l—- — 4+ —nD*(1 — — 1. 0O(Dd
< (1— )T DR = )T G(Ddo)
_ " ytte-my RN S

< 4D) +(1 4D) 4D
- N \t+1-T
=(1- L 1

( 4D) ’

where the first step comes from Eq. (19), the second step follows from the induction hypothesis and
Ui 2.mi¢||3 < O(Ddo). We have proved the second claim.

Now we move to the third claim. One has
Mlwi,Blloie1 = vi2e41ll3 = lwi,Bllazis — viol
= 2n(z{ i 20 — Vllwi ll2lllwiBllawis — viodl3 +nlllwsBllawir — vigs, Usls Ui 1vi2.) £ O(n> DY)
<2n-d*D3¢?*-D-(ro)*>+n-ro-d?c*D + n*D*
< nDd*ro®.

The first step comes from Eq. (I0), the second step follows from

lwisle < D llwislazic —vigalle < Otro), UL Usavizdls < O(do*D)
and
o iss — 1< O(d*D30?).

Here the last term holds since (i) |xIT+1U¢_27T+1 — z;vi7277| < O(nD), i.e., the step size is at most
nD (see Eq. (T3) (T7)); (i) ) 7, vy < 1and (i) 2], vi2-11 — 1] < |2, vi 2, — 1] whenever
TrT (2712 -2 n.T T 2713 2
Ml2::Ui2aUizevallz < n- O(d°D%0%) S 5plti viar =1 = |2 052, — 1] Z d°D%0".
That is, combining (i) (ii), we know that the first time x;”, v; - being greater 1 must obey z, v » <

1+ O(nD), (iii) implies that whenever ., 1vi 211 — 1 2 d?D?0?, it value should decrease,
hence we conclude ,
elrviam —1SnD +d2DP0® S d* D>,
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Taking a telescopic summation, one has

lws,llawi — vi2all3 — wi,Bllozir, — vigm |3 < (8= T1) - O(nDd*r?c®)
< O(D2d2ra ) < r?o2.

This concludes the third claim. We conclude the proof here. O
Combining Lemma.6] Lemma B.1]-[B-3] one can conclude the proof of Lemma4.7]

B.4 Missing proof from Sectiond.2.4]

Proof of Theorem[2.11] Due to the reduction established in Section .2.1] it suffices to prove Eq. (3)
and Eq. (@). For each environment i (i € [k]), we inductively prove

1. DPGrad achieves good accuracy on the current environment, i.e., |U; 7v; — w;|2 < ev;

2. The feature matrix U; remains well conditioned, i.e.
Umax(Ui,end> <2vD.

3. The algorithm does not suffer from catastrophic forgetting, i.e.,
j<iandte|[T);

ﬁ < Umin(Ui,end) <

5.tV — wjl|2 < e for any

The base case (i = 0) holds trivially as at the beginning of CL, we have W,V = ) and U = 0.
Suppose the induction holds up to the (i — 1)-th environment, we focus on the second and last claim,
as the first claim holds directly due to Lemma4.7}

For the second claim, we have already proved ||U; rv; —w;||2 < ev, this indicates that each coordinate
of U; 7v; — wj is less than v/2. Since we assume each coordinate of w; is a multiple of v, therefore,
we have w; = Round,, (U; 7v;) = w;. That is, we exact recover w;. We divide into two cases.

Case 1. If |w; gll2 =0, ie., w; € W, then ||[Py, W;||2 = ||Pw, wil|2 = 0, Therefore, we do not
update W and V, and

Uiend = PwUs 7Py = Py(Us, a0 + Ui m) P = PwUi a,0Pv = U1 end,
where the second and the third step holds to Lemma[#.4]and the last step just holds due to definition.
Hence U; continues to be well-conditioned (since it does not change).

Case 2. If |w; gl|l2 € [1/D, D], then |Py, W;|l2 = ||Pw, will2 = ||wi || > 1/D. Hence, we
augment W; =W, _; U {w;} and V; = V;_; U {v;} and have

Uiend = PwU; 7Py = Py(U; a0 + Ui Br)Py

1
=Ui a0+ ( gvi,z,TUz‘Tg,T)

1
——w; pw; p)Ui p1(
I3 vi2,rl3

[[w zBI

1
=Uiao+ (|| e wpwp)(wpxp + Ui T)(H,ig”i,z,TU;,z,T)

i27l3
xl pvior

2T v 2,713

=Uja0+ (1£0(e/D))

1 T
Toraal3 VBT 20
The third step holds since row(U; 4,0) € V, column(U; 4,0) € W, column(U; g.r) "W = w; g,
row(U; g,r) NV = v; 2 7 (see Lemma , the later two imply the projection operation essentially
boils to projection on w; p and v; 2 7. The fifth step follows from column(U; 2 7) L wp (see Lemma
, the sixth step follows from xZT”i,T =1+ o0(e/D) (see Lemma . To bound the condition
number, it suffices to note that w; g L W;_1, v;27 L V;_1 (see Lemma @), and therefore,
wp L column(U; 40), vi2r L row(U; a,0) (ie., we add an orthogonal basis) and

1
[vi2.7] |vi2,7ll2 2D’

(1ole/ D) o——alunllll ol = (1o(e/D) 20 = (1-r0(1) |wB|ze[ */25]
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where the last step is derived from x v; 2 7 &~ 1+ o(1) and |||wp |22, — vi2.4]]2 & 1 £ 0(1/D?).

We have proved the second claim.

For the last claim, fix an index j < i, we prove the accuracy of j-th environment would not drop
significantly and remain good. Note by inductive hypothesis, we already have ||U; rv; — wj|l2 <
ev / kd before the final projection step of j-th environment. After the projection step, one has

1Uj.endvs — will2 = | PwUjrPyvj — wjlla = | Pw(Uj,a,r + wj,pjp + Ujo.r) Byvs — wj2
We divide into two cases.
Case 1. Suppose ||w; g|l2 = 0. We have W; = W;_;,V,; =V,_; and
1Uj endvj — wijll2 = [|Bw; (Uj,a,0 + Uj2,0) Pr;v5 — will2 = [|Uj,a,0v; — wyll2
<NUjarvj1r — w2 < ev.

The second step follows from column(U; 4.7) € W, row(U; 4. 7) € Vi and row(U; 2 7) € V; |
(see Lemma , the third step follows from row(U; 4,7) € V,;—1. Hence, we have that the error
remains small after the projection.

During the ¢-th environment, for any ¢ € [T'], we decompose U; ;, = U jend T ﬁzt We have

U ev; = will = | (Ujena + Uit)v; — w2
<N Ujenavy — wjll2 + |Ts 0512
= [|Ujenav; — w2 + 1T 402,72
<ev+OWD-ro)
<e.

~

The third step holds due to the fact that row(U; ;) € V;, 1, the fourth step holds due to (1) [|v; 2.¢||2
is non-decreasing during the j-th environment (see the gradient update formula in Lemma4.5) and

therefore ||vj 2 7|2 < ||vj20l2 < O(ro) w.h.p.; (2) the spectral norm ||I7”H < O(V/D), since

[l

<NUs el + 1Ujendll2 < Ui all + lws, sz + Uizl + U endll2
<2VD +2VD +2VD = O(VD).

Here the first step and the second step hold due to triangle inequality, the second step holds due to the
inductive hypothesis and ||w;, Bx;,r s+ Uiar] < 2v/D. We finished the proof of the first case.

Case 2. Suppose ||w; gl|l2 € [1/D,D]. Then we augment W, = W;_; U {w;} and V,; =
V;_1 U{v;}. We first prove the loss remains small after the final projection step of j-th environment.
In particular, we have

[Ujenav; — wjll2 = [[(Uj,a0 + (1 £ o(e/D)) 5wpv; o) (Vi1 + vj21) — wja — w; Bl

|vj2,rll3

= [[(Uj,a,0vj,1,7 — wj,a) + (1 £ 0(e/D)) w;,BY; 5 7V 2,1 — W5 Bl

[0j.2.713
< Uj.a00517 — wja)ll2 + o(e/D)llw; sll2
<ev+o(e) <e.

The first step holds due to Eq. (20), the third step holds due to triangle inequality, the fourth step

holds due to the inductive hypothesis and ||w; g|l2 < D.

During the i-th environment, since the update is performed in the orthogonal space, we expect Uv;

does not change. Formally, let U; ; = Uj end + ﬁi’t, where column(ﬁi,t) 1 W; and row(ﬁi’t) 1V,
then

Uiivj = (Ujend + Ui t)vj = Ujendvjs

Hence ||U; ;v; — w;|| < e continues to hold. We conclude the proof here.
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C Missing proof from Section 5|

Proof of Theorem[2.12] We take k = 2,n = 3,d = 2. For both environments, we assume the
input data are drawn uniformly at random from Bs (0, 1), where B3(0, 1) denotes the unit ball in R3
centered at origin. The hypothesis class H consists of all two-layer convolutional neural network with
a single kernel of size 2 and the quadratic activation function. That is, the representation function
is parameterized by w € R? and takes the form of R, (z) = ((w, z1.2)?, (w, x2.3)?) € R?, where
z € R3, x;,; € RI7"1 is a vector consists of the i-th entry to the j-th entry of z.

The hard sequence of environments are drawn from the following distribution.

* The objective function f; of the first environment is fi(z) = 23

* The objective function f5 of the second environment equals f>(x) = 22 with probability
1/2, and equals fo(z) = 2% with probability 1/2.

First, the continual learning task is realizable: (1) if fo(x) = 23, then one can take w = (0, 1) and
v1 = (1,0),v2 = (0,1); (2) if fo(z) = 22, then one can take w = (1,0), v; = (0,1), vo = (1,0).

We then prove no (proper) continual learning algorithm can guarantee to achieve less than 1/1000-
error on both environments with probability at least 1/2. Suppose the algorithm takes v; = (vy,1,v12)
for the first environment. Due to symmetry, one can assume |v1 1| > |v1,2|. With probability 1/2,
the objective function of the second environment is f2(z) = z. Let vy = (v,1,v2,2) be the linear
prompt and w = (w1, w2 ) be the parameter of neural network. We prove by contradiction and assume

E R, — <1/1000 and E , Ry — < 1/1000.
Bl Ru(e)) = 3] < 1/1000 and B ({(un, Ruo(a) — ] < 1/

Let IT¢ be the space of all polynomial of degree at most d in n variables. By Lemma notice
that (v1, Ry, (2)), (va, Ry (x)) € 113, we must have that their coefficients match well with 3 and 2%
respectively (in the sense that the absolute deviation is no larger than 1/4).

First, compare the polynomials of (vs, Ry, (z)) and 2%, we must have (1) v2 jw} > 3/4 due to the 2%
term, and due to the x123 term, one has (2) |ve 1w w2 | < 1/4. These two indicate (3) |w| > 3|w2|.
Then compare the polynomials of (vq, Ry, (x)) and x%, we have (4) v 1wi| <1 / 4 due to the z?
term. Combining (3) and (4), one has (5) |v1 1w3| < §lvr,1wi| < 35. Since the 3 term is roughly

matched, one must have (6) |v1, qw?| >1— Z — iﬁ = 1—3 However note that (4) and (6) contradicts
with the assumption that |v; 1| > |v1,2|. We conclude the proof. O

We provide the proof of a technical Lemma used in proving Theorem 2.17]

Lemma C.1 (Technical tool). Let I1% be the space of all polynomial of degree at most d in n variables.
For any two polynomials p1(z), pa(x) € T3, if

1

B (@) = pa(e))?) < 1

then the absolute deviation of each coefficient is at most 1/4.
Proof. Let p(z) = (p1(x) — pa(x))?, taking an integral over B3 (0, 1), we can only need to consider

all quadratic terms, since all odd terms would be canceled due to symmetry. We divide into cases.
(1) The coefficient of the constant term is greater than 1/4, then p( ) > 1/16. (2) The coefficient

of z; is greater than 1/4, then p(z) > E,5,(0,1) 116 2 = Tla 5= 80 (3) The coefficient of x1 22
is greater than 1/4, then then p(z) > E,p5,(0,1) 16x%x§ =L L= 0 (4) The coefficient of
% is greater than 1/4, then then p(z) > E, p,(0,1) 1521 = 15 - = = =25. Hence we conclude no
coefficient has difference greater than 1/4. O

Lower bound with ReLU activation There is nothing particularly special about the activation
quadratic activation function: here, we provide a similar lower bound for features are represented via
one-layer convolutional neural network with ReLU activation.
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Theorem C.2. Let k,r,d > 2. There exists a class of non-linear feature mappings and a sequence
of environments, such that there is no (proper) continual learning algorithm that can guarantee to
achieve less than 1/3-error over all environments with probability at least 1/16. The lower bound is
constructed on a single family of two-layer neural network with ReLU activation.

Proof. 1t suffices to take ¥ = 2,d = 2,r = 2. The input distribution is uniform over
(1,1),(-1,-1),(1,-1),(—1,1) for both tasks. The hypothesis class H contains all two-layer
convolutional neural network with a single kernel of size 1 and ReLU activation. That is, the repre-
sentation function is parameterized by w € R and R, (z) = (max{wz1, 0}, max{wzs,0}) € R?
for input x = (21, 72) € R%

The hard sequence of environment are drawn as follow: (1) The objective value in first environment
is always (0,0, 1, —1); (2) The objective value of the second environment equals (2,0, 1,1) with
probability 1/2 and (0, 2, 1, 1) with probability 1/2.

One can easily verify that the continual learning task is realizable: in the first case, one takes w = 1,
vy = (1,—1),vy = (1,1) while in the second case, one takes w = —1,v; = (—1,1), v = (1,1).

We next prove any proper continual learning algorithm makes error at least 1/10. We prove by
contradiction and assume the continual learning algorithm takes value w for the convolutional layer
in the first task. It is easy to verify that w # 0, otherwise the first environment suffers loss at least
1/2. When w > 0, then representation function equals (w, w), (0,0), (w,0), (0,w) and we have
v1 = (+ + 5=, —+ &+ 5-) € (R4, R_). For the second environment, suppose the objective value
equals 1(0, 2,1,1) (note this happens with probability 1/2). Then the algorithm must change the
parameter to w’ < 0, otherwise the loss on point (—1, —1) is at least 4. Then for the first task, the

loss on point (1, —1) is at least 1. The case of w < 0 is similar and we conclude the proof here. [

D Additional details of simulation

We provide further details for our simulations. In our simulations, we set input dimension d = 100,
the number of features » = 20 and the continual learning setup uses £ = 500 tasks. Each entry
of the ground truth U* € R¥*" (and V* € R¥*") is drawn from the Gaussian N (0, 1), and
W = U*(V*)T € R¥*  The input data = of each task is drawn from the multivariate gaussian
N(0, I), and the label is set to be y = (w;, x). For each task, we drawn N = 1000 samples, and
perform DPGrad/OGD/SGD for T' = 3000 iterations, with learning rate 7 = 0.01/0.0001,/0.01
respectively, and the initialization scale ¢ = 0.01. We omit the rounding step of DPGrad and simply
takes w; = Uwv; (Line 12 in Algorithm , and the result of simulation empirically verifies that our
Bit complexity assumption is indeed for convenience of analysis and one does not need it for practice.
The OGD algorithm does not always converge in our simulations and we (1) decrease the learning
rate and (2) perform early stopping: the projection is only w.r.t. the first 20 tasks. Our experiments
are executed on an Apple M1 CPU.

E Additional Experiments

In addition to our synthetic data experiments, we also perform experiments on two common bench-
mark datasets: Permuted MNISTs and Rotated MNISTs. We do this both to verify the behavior of our
proposed algorithm, as well as compare with two baseline approaches: Vanilla Stochastic Gradient
Descent (SGD) and Orthogonal gradient descent (OGD) [[L1]].

Datasets We consider two datasets, Permuted MNIST and Rotated MNIST. In the Permuted MNIST
dataset, a task is created by performing a random permutation to the input pixels; in the Rotated
MNISTs a task is created by randomly rotating the input image. We generated 10 tasks for both
benchmark datasets and the continual learning algorithm is sequentially exposed to these 10 tasks.
The permutation/rotation is same within each task but different across tasks. Each task contains
60000 training samples and the test set contains 10000 images.

Our methods Our DPGrad algorithm is tailored to the linear regression setting we consider, so it
has to be modified to apply it to multi-class classification problems like Rotated/Permuted MNIST
and/or to handle non-linear representations. We consider two natural generalizations of DPGrad.
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To adapt it to a multi-class classification problem, we view each task as having 10 linear predictors—
one for each class. Recall the key idea of DPGrad is to perform (fine-grained) column/row projection
for the gradient of weight matrix and the column/row space is increased by (at most) 1 after each task.
In the multi-class case, we force the increase of the row/column space to be (at most) 10 dimensions
per task. In the tables/figures below we just call this DPGrad.

To adapt it to non-linear representations, we use a modified approach we call DPGrad+. In the linear
setting, the column/row space increases by (at most) one dimension after each task and the newly
added column/row is essentially the top eigenvector of the feature matrix U as it is close to a rank-one
matrix (see Lemma|[B.3)) after projection. For non-linear feature, there is no reason to hope the weight
matrix is rank-one, but instead, we perform singular value decomposition (SVD) to the matrix and
take the top-h eigenvectors and then add them to the column/row space. In other words, the only
difference between DPGrad+ and DPGrad is that DPGrad+ augment the column/row space by the
top-h eigenvector instead of the top-1 eigenvector. We take A = 15 in both experiments.

Hyperparameter choices We use a two-layer fully connected neural network, where the hidden
layer contains 300 neurons and uses ReL.U activation (for DPGrad+; for DPGrad the activation is
linear). The parameters of the first layer are shared across tasks, while the weights of the second layer
are different across tasks (i.e. the linear predictor). We perform 5 epochs of training for each task, the
learning rate is fixed to be 0.1 and the batch size is 100.

Experimental results The experimental results on Permuted MNIST can be found at Figure
Figure 5| and Table 4] the results on Rotated MNIST can be found at Figure [2] Figure 4] and Table
Figure 23] plot the test accuracy on the 10 tasks over time, Table 4] and Table 3| record the test
accuracy of each tasks at the end of training (i.e., after the 10-th task). The average accuracy is
reported in Table|l] The deviations of the values and confidence intervals are gotten from 5 runs,
randomizing over the order of the tasks, as well as the randomness of the algorithm (i.e. seed).

Both DPGrad+ and DPGrad alleviate catastrophic forgetting and perform much better than vanilla
SGD. Both outperform OGD, which is a strong baseline approach and outperforms classical ap-
proaches like elastic weight consolidation [19]]. The performance of DPGrad+ and DPGrad is much
more stable than OGD and the accuracy remains at a high level across tasks. By contrast, OGD has
large variance across tasks—it obtains high accuracy in recent tasks but much lower accuracy in early
tasks (especially in Rotated MNIST).

Rotated MNIST | Permuted MNIST
DPGrad+ | 76.6% (£2.1%) | 89.5% (+0.2%)
DPGrad | 74.3% (+1.5%) | 86.3% (£0.1%)
OGD 73.0% (£2.4%) | 88.7% (£0.6%)
SGD 66.8% (+2.9%) | 81.6% (+1.6%)
Table 1: Average Accuracy

Finally, we provide values for a common metric for quantifying forgetting: the backward transfer
value, defined as
=

— ACCy; — ACC; ;

k-1 ; b ’
where ACC,; ; is the test accuracy of task j, after training with task i. A large negative backward
transfer value means the algorithm suffers from catastrophic forgetting, a small or even positive
backward transfer value indicates the algorithm avoids catastrophic forgetting. We report the backward
transfer value in Table E} In brief, OGD is more plastic than DPGrad, however at the expense of
incurring a larger forgetting ratio (or negative backward transfer).

26



accuracy
= = = = = =
n - jary = o o

=
=

-
=

= sk 0
sk 1
— TBsk2
= sk 3
sk 4
— Bsk3
sk 6
Bsk 7
sk 3
TBsk 9

accuracy
= = = =
S jary = o

=
wn

=
=

Rotated MNIST | Permuted MNIST
DPGrad+ -0.04 (£0.01) -0.01 (£0.01)
DPGrad -0.01 (£0.01) 0 (£0.01)
OGD -0.20 (£0.06) -0.03 (£0.01)
SGD -0.28 (£0.09) -0.10 (£0.05)
Table 2: Backward Transfer
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Figure 2: Rotated MNIST
Task 1 Task 2 Task 3 Task 4 Task 5
DPGrad+ | 80.4% (£4.59%) 83.2% (+£1.98%) 82.6% (+£2.86%) 81.8% (£1.31%) 78.5% (£2.75%)
DPGrad 82.6% (£1.19%) 79.5% (£1.46%) 77.3% (£6.02%) 76.6% (£2.97%) 76.3% (£2.85%)
OGD 47.0% (£9.31%) 59.9% (£6.56%) 69.1% (+£6.25%) 65.1% (£5.62%) 70.2% (£14.4%)
SGD 49.7% (£9.37%) 52.8% (£12.8%) 56.5% (+£14.9%) 55.3% (£15.0%) 63.5% (£8.45%)
Task 6 Task 7 Task 8 Task 9 Task 10
DPGrad+ | 74.8% (£9.24%) 71.7% (£4.68%) 73.2% (£3.27%) 70.6% (£4.79%) 69.5% (+5.22%)
DPGrad 72.6% (£3.66%) 71.3% (£5.02%) 71.5% (£3.29%) 70.2% (+6.16%) 64.7% (+8.49%)
OGD 77.0% (£4.80%) 83.6% (£4.73%) 78.9% (£5.64%) 87.6% (£2.33%) 91.7% (£0.29%)
SGD 67.6% (£8.54%) 69.1% (£12.1%) 77.3% (£4.31%) 84.3% (+2.69%) 91.5% (+0.12%)

Table 3: Rotated MNIST
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Figure 3: Permuted MNIST
Task 1 Task 2 Task 3 Task 4 Task 5
DPGrad+ | 87.1% (£2.14%) 88.8% (+1.08%) 87.9% (+=1.12%) 89.5% (£0.57%) 89.2% (+1.32%)
DPGrad 86.3% (+£0.36%) 86.1% (+0.64%) 86.3% (£0.18%) 86.3% (£0.36%) 86.3% (+0.23%)
OGD 82.9% (+£4.37%) 86.3% (£1.17%) 88.2% (£1.05%) 88.5% (£1.38%) 89.2% (+0.59%)
SGD 76.0% (+6.83%) 67.9% (£9.03%) 75.1% (£7.88%) 78.6% (+3.85%) 84.5% (+2.11%)
Task 6 Task 7 Task 8 Task 9 Task 10
DPGrad+ | 90.3% (£0.19%) 90.5% (+0.16%) 90.4% (+£0.24%) 90.4% (£0.11%) 90.4% (+0.24%)
DPGrad 86.2% (£0.32%) 86.2% (£0.12%) 86.3% (£0.05%) 86.3% (£0.25%) 86.3% (+0.13%)
OGD 90.0% (+£0.50%) 90.3% (£0.50%) 90.5% (£0.40%) 90.6% (+0.13%) 91.0% (+0.12%)
SGD 82.9% (£7.05%) 85.6% (+£3.20%) 86.6% (£2.33%) 88.6% (£2.87%) 90.7% (+0.24%)
Table 4: Permuted MNIST
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Figure 4: Rotated MNIST (with error bar)
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Figure 5: Permuted MNIST (with error bar)
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