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Region AbsRel | RMSE | 611 621

Dynamic -0.0463 -0.5809 +0.0982 +0.0294
Overall -0.0191 +0.2364 +0.0375 -0.0017
Static -0.0171 +0.2968 +0.0326 -0.0042

(a) Performance improvement of StereoDiff over MonST3R.

Region AbsRel | RMSE | 6171 6271

Dynamic +0.0110 -0.4692 -0.0344 -0.0131
Overall -0.0147 -0.9638 +0.0067 +0.0128
Static -0.0184 -1.0070 +0.0126 +0.0163

(b) Performance improvement of StereoDiff over DepthCrafter.

Table 1. Quantitative comparisons on dynamic and static re-
gions of KITTI, following the settings in main paper’s Tab. 3.

Method Bonn KITTI ScanNetV2 Sintel Avg. Rank

DepthAnything V2 0.522  2.052 0.627 1.421 7.0
DepthAnything 0.510 1.899 0.613 1.463 6.5

DUSt3R 0.546 2273 0.491 2.838 7.8
MASt3R 0.532  2.126 0.536 2.537 7.8
MonST3Ropr - 1.766 - 2.241 5.0
MonST3R 0.439 1.823 0.507 2.342 45
ChronoDepth 0.507 1.894 0.583 1.579 6.0
DepthCrafter 0.489 1.780 0.552 1.139 3.8

DepthAnyVideo 0474 1.694 0.531 1.380 2.8
StereoDiff (Ours) 0.387 1.595 0.470 1.389 1.5

Table 2. Quantitative comparisons on temporal consistency.
StereoDiff delivers the lowest avg. rank, demonstrating its superior
temporal consistency. Please see Sec. 3 for the specific process.

MonST3R
0.4100

Method DepthCrafter
Inf. Time (s) 1.1708

StereoDiff (Ours)
0.4100+0.1569

Table 3. Inference time per frame tested on the first scene of
Bonn dataset (“balloon”), using an NVIDIA A800 GPU. We set
n = 2 for both MonST3R and StereoDiff.

1. Qualitative Comparisons

Qualitative comparisons on four in-the-wild (or zero-shot),
dynamic, and read-world video depth benchmarks, among
DepthCrafter [2], MonST3R [13], and StereoDiff are illus-
trated in Fig. 1, 2, and 3. In static regions, StereoDiff effec-
tively utilizes stereo matching to deliver highly robust and
stable video depth estimations. In dynamic regions, Stere-
oDiff excels in maintaining smooth local consistency across
consecutive frames, addressing challenges posed by both the
object motion and camera movement.

Note that before visualization, both predicted and GT
depth maps are normalized by the maximum depth value of

StereoDiff (Ours) GT

Input Video DepthCrafter MonST3R

E
4 \
{ ‘
! 1
\ /’

A
<4

Input Video

-

DepthCrafter

T
1 i
m ‘\

Figure 1. Qualitative comparisons on Bonn dataset, conducted
among MonST3R, DepthCrafter, and StereoDiff. Four continuous
frames are sampled from a video depth sequence to form a com-
plete comparison set. Please visit the project page or the uploaded
Supplementary Materials for video comparisons.

the evaluation dataset, which means that the visualization
are plotted in metric scale rather than relative.

2. Frequency Analysis on 3D Trajectories

As illustrated in Fig. 4 and 5, compared with main paper’s
Fig. 3, the error sequences on 3D trajectories even more
clearly demonstrate StereoDiff’s effective synergy for the
advantages of both stereo matching and video diffusion—
StereoDiff delivers lower or comparable error in both low
frequencies compared with MonST3R (especially in e, «),
and also delivers lower or comparable error in high frequen-
cies compared with DepthCrafter (especially in e, o).

3. Temporal Consistency

Following CVD [4], we report quantitative experiments on
temporal consistency: 1) Use GT camera intrinsics to lift the
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Low Freq. High Freq.

Metri Method
etries etho Fo A Fo T3 Fi Fs Fe Fr Ty

DepthCrafter 0.1620 0.0306 0.0324 0.0363 0.0272 0.0169 0.0129 0.0103 0.0076
AbsRel| MonST3R 0.1666 0.0258 0.0221 0.0277 0.0279 0.0208 0.0190 0.0135 0.0135
StereoDiff (Ours) 0.1476 0.0209 0.0155 0.0285 0.0247 0.0171 0.0136 0.0106 0.0078
DepthCrafter 5.4048 0.7941 0.8940 1.0056 0.8343 0.4651 0.3548 0.2641 0.1965
RMSE| MonST3R 4.1926 0.4247 0.3956 0.4656 0.5366 0.5599 0.5215 0.3529 0.2526
StereoDiff (Ours) 4.4291 0.2985 0.3678 0.5270 0.5345 0.4628 0.3496 0.2690 0.2293
DepthCrafter 0.2322 0.0635 0.0671 0.0821 0.0674 0.0482 0.0352 0.0269 0.0204
(1-461)) MonST3R 0.2647 0.0679 0.0506 0.0977 0.0853 0.0605 0.0555 0.0428 0.0427

StereoDiff (Ours) 0.2304 0.0777 0.0557 0.0930 0.0744 0.0618 0.0403 0.0325 0.0262

Table 4. Quantitative comparisons across different frequency domains on KITTI, following the settings in main paper’s Tab. 2. The
entire frequency range is grouped exponentially into 9 discrete bands, Fo to Fg, representing low to high frequencies.
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Figure 2. Qualitative comparisons on KITTI dataset. For better
clarity, the corresponding error maps are provided below each
estimated depth map. Please zoom in for detailed views.

predicted video depth maps D into dynamic 3D points; 2)
Use GT optical flows (only Sintel) or CoTracker3 for dense
2D flows prediction in static areas; 3) Project Dy’s 3D points
to bj using GT camera poses (4, j: evenly, A-spaced frame-
indexes, i # j, A=10), and compute avg. Euclidean distance
of point pairs. As shown Tab. 2, StereoDiff delivers the
lowest avg. rank, showing its superior temporal consistency.

4. Inference Speed Figure 3. Qualitative comparisons on ScanNetV2 and Sin-
tel. On ScanNetV2, StereoDiff shows clear superiority over

The inference time comparison among MonST3R [13], DepthCrafter and MonST3R. On Sintel, StereoDiff is compara-

DepthCrafter [2] and StereoDiff is reported in Tab. 3. Thanks ble with DepthCrafter and superior over MonST3R.

to efficient stereo matching and MST alignment, especially

the one-step denoising policy of the video depth diffusion

model in the second stage, StereoDiff is ~ 2.1 times faster

than DepthCrafter.
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Figure 4. 3D trajectories on StereoDiff’s dynamic 3D points
using CoTracker3 [3]. 2 points are randomly sampled from static
areas and 2 points on dynamic areas. Please zoom in for details.
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Figure 5. Magnitude spectrum of the error sequence (Euclidean
distance) on 3D trajectories (X: Frequency (Hz); Y: Amplitude;
From top left to bottom right: e, e, e, «). The settings are inherited
from main paper’s Fig. 3, only the 3D trajectory-covered frames
are utilized. Please zoom in for details.

5. Limitations

The limitation of StereoDiff mainly stems from its first stage,
which is a stereo matching process designed to achieve ro-
bust and strong global consistency through global 3D con-
straints. STM methods [1, 5-13] inevitably face failure cases
due to various limitations. These include challenges with
textureless or repetitive surfaces, constantly changing light-
ing conditions, and computational challenges in large-scale
scenarios. While the second-stage of StereoDiff can signifi-
cantly reduce deficiency, the various limitations cannot be
entirely avoided.
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