Published as a conference paper at ICLR 2024.

FROSTER: FROZEN CLIP 1S A STRONG TEACHER
FOR OPEN-VOCABULARY ACTION RECOGNITION

Xiaohu Huang! Hao Zhou? Kun Yao? Kai Han'?

! Visual AI Lab, The University of Hong Kong

2 Department of Computer Vision Technology (VIS), Baidu Inc.
huangxiaohu@connect.hku.hk, zhouhl56@mail.ustc.edu.cn
yaokunOl@baidu.com, kaihanx@hku.hk

ABSTRACT

In this paper, we introduce FROSTER, an effective framework for open-
vocabulary action recognition. The CLIP model has achieved remarkable success
in a range of image-based tasks, benefiting from its strong generalization capa-
bility stemming from pretaining on massive image-text pairs. However, applying
CLIP directly to the open-vocabulary action recognition task is challenging due
to the absence of temporal information in CLIP’s pretraining. Further, fine-tuning
CLIP on action recognition datasets may lead to overfitting and hinder its general-
izability, resulting in unsatisfactory results when dealing with unseen actions. To
address these issues, FROSTER employs a residual feature distillation approach
to ensure that CLIP retains its generalization capability while effectively adapt-
ing to the action recognition task. Specifically, the residual feature distillation
treats the frozen CLIP model as a teacher to maintain the generalizability exhib-
ited by the original CLIP and supervises the feature learning for the extraction
of video-specific features to bridge the gap between images and videos. Mean-
while, it uses a residual sub-network for feature distillation to reach a balance
between the two distinct objectives of learning generalizable and video-specific
features. We extensively evaluate FROSTER on open-vocabulary action recogni-
tion benchmarks under both base-to-novel and cross-dataset settings. FROSTER
consistently achieves state-of-the-art performance on all datasets across the board.
Project page: https://visual-ai.github.io/froster.

1 INTRODUCTION

Open-vocabulary action recognition aims to recognize action categories that may not have been
seen during training. The study of action recognition was dominated by pure vision based methods,
such as (Ji et al., 2012; Carreira & Zisserman, 2017; Wang et al., 2016; Feichtenhofer et al., 2019;
Lin et al., 2019), which assumes a closed-set setting where the models are trained and evaluated
on a set of fixed and predefined action categories. Recently, the emergence of large-scale vision-
language models, such as CLIP (Radford et al., 2021) and ALIGN (Jia et al., 2021), has enabled
image classification on an open vocabulary of categories. Inspired by this success, attempts have
been made to apply the CLIP model to action recognition by processing the video frame-by-frame,
as CLIP was pretrained on image-text pairs. However, directly utilizing pretrained CLIP models
yields sub-optimal performance, as these models lack access to video-text data during pretraining.
To bridge the domain gap between images and videos, methods have been proposed to fine-tune
the CLIP model (Wang et al., 2021; Liu et al., 2023; Rasheed et al., 2023) or utilize efficient adap-
tion/prompting techniques (Chen et al., 2022a; Yang et al., 2023; Ju et al., 2022; Wasim et al., 2023;
Ni et al., 2022) to extract video-specific knowledge. While these methods have achieved success in
the closed-set setting, their performance is inferior when it comes to unseen categories (see Tab. 1).

In Fig. 1, we compare the frozen CLIP and three CLIP-adapted video models, namely Action
CLIP (Wang et al., 2021), AIM (Yang et al., 2023) and ST-Adapter (Pan et al., 2022), in an open-
vocabulary setting. These models are fine-tuned (except for the frozen CLIP) on Kinetics-400 (Car-
reira & Zisserman, 2017) but evaluated on UCF-101 (Soomro et al., 2012), HMDB-51 (Kuehne
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Figure 1: Performance comparison (Top-1 Acc (%)) under the open-vocabulary evaiu)ation setting
where the models are tuned on Kinetics-400, but evaluated on UCF-101, HMDB-51, and Kinetics-
600. Note that shared categories between Kinetics-600 and Kinetics-400 are excluded when testing
on Kinetics-600. The numbers in the brackets denote the semantic distance between training and
evaluation datasets, which is measured by Hausdorff distance on text features of category names.
Larger numbers denote higher similarities.

et al., 2011), and Kinetics-600 (Carreira et al., 2018) (shared categories with Kinetics-400 are ex-
cluded). Compared to the frozen CLIP, we observe that the tuned models achieve higher perfor-
mance on UCF-101 and HMDB-51, but achieve inferior performance on Kinetics-600. This ob-
servation indicates that the generalization capacity of tuned models varies across different datasets.
Further, using text features of category names, we measure the semantic distances between the train-
ing set (Kinetics-400) and testing sets (UCF-101, HMDB-51, and Kinetics-600). We find that, for
testing sets that are more semantically similar to the training set (i.e., UCF-101 and HMDB-51),
the tuned models exhibit improvements over the frozen CLIP. However, when it comes to the se-
mantically less similar dataset, namely Kinetics-600, which demands stronger generalizability, the
performance of all tuned models deteriorates compared to the frozen CLIP. This suggests a decline in
generalizability after fine-tuning. Based on these observations, we believe that a CLIP-based video
model should possess the following properties: (1) The CLIP model should acquire video-specific
knowledge to bridge the gap between images and videos, effectively addressing the challenges posed
by the image-to-video domain transition. This entails adapting the model to understand and extract
meaningful information from video data, taking into account temporal dynamics and context. (2) It
is crucial to preserve the strong generalization capability of the pretrained CLIP model within the
video model. This ensures that the video model can effectively generalize across different video
datasets and tasks, leveraging the learned representations from the pretraining phase.

To validate the hypothesis made above, we evaluate the performance of each adapted model by en-
sembling it with the frozen CLIP by summing up their respective outputs. The results in Fig. |
demonstrate that the ensemble models exhibit significant improvements across all datasets, indicat-
ing their efficacy as open-vocabulary classifiers. However, the naive approach of ensembling models
results in notable additional computational costs due to inferring two models simultaneously. This
limitation hinders practical applications in real-world scenarios. Therefore, it is imperative to ex-
plore methods for consolidating the ensemble model’s knowledge into a single model, mitigating
the computational burden.
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Figure 2: Overall idea of our FROSTER framework. It effectively learns feature representation
that is both video-specific (via simple action-based fine-tuning) and generalizable (via our proposed
residual feature distillation).
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To this end, we propose FROSTER, a simple yet effective framework for open-vocabulary action
recognition, which effectively learns feature representation that is both video-specific and gener-
alizable. As shown in Fig. 2, ‘video-specific’ is achieved through common classification-based
finetuning, while ‘generalizable’ is achieved by using frozen CLIP as a teacher to impart pretrained
knowledge to the tuned model, inspired by knowledge distillation techniques (Hinton et al., 2015;
Romero et al., 2014). The distillation process is akin to a regularization term that ensures the tuned
features do not diverge too far from the frozen ones. Having two distinct objectives, we need to bal-
ance the feature learning between them. For instance, if we enforce the tuned features to be overly
close to the frozen features, it may hinder the video-specific learning to fit the video data. Con-
versely, if we overemphasize video-specific learning, the generalizable capacity in the tuned model
might be lost. To address this issue, we propose a residual feature distillation approach to balance
feature learning between the two joint objectives.

Taking inspiration from the model patching method (Ilharco et al., 2022), a prior study (Weng et al.,
2023) develops an open-vocabulary action recognition model through weight interpolation between
the fine-tuned model and the frozen CLIP. This approach bears some resemblance of motivation
to ours. Nevertheless, the weight interpolation technique necessitates the fine-tuned model and
frozen CLIP to possess identical weight dimensions, thereby restricting its applicability across di-
verse network architectures (e.g., adapter-based CLIP models). Also, methods (Zenke et al., 2017;
Kirkpatrick et al., 2017) that penalize the updates of the pretrained layers are not applicable to the
adapter-based methods since the pretrained layers are frozen.

We thoroughly evaluate the effectiveness of FROSTER on the two open-vocabulary settings, namely
cross-dataset and base-to-novel, using the Kinectics-400 (Carreira & Zisserman, 2017), Kinetics-
600 (Carreira et al., 2018), UCF-101 (Soomro et al., 2012), HMDB-51 (Kuehne et al., 2011), and
Something-to-Something V2 (Goyal et al., 2017) datasets. The cross-dataset evaluation protocol
tests models on a different dataset, while the base-to-novel evaluation protocol evaluates their ability
to recognize unseen action categories within the same dataset. We couple FROSTER with different
video recognition networks. In all cases, FROSTER demonstrates superior performance, showcasing
its effectiveness and versatility.

The main contribution of this paper can be summarized as follows: Firstly, we introduce FROSTER,
a simple yet effective framework for open-vocabulary action recognition. It can effectively learn fea-
ture representation that is both video-specific and generalizable. Secondly, we introduce a residual
feature distillation approach to balance feature learning in both objectives. This technique mitigates
potential conflicts and enables the model to achieve both goals simultaneously. Thirdly, we demon-
strate the superiority of FROSTER through extensive evaluations on cross-dataset and base-to-novel
settings across Kinectics-400, Kinetics-600, UCF-101, HMDB-51, and Something-to-Something
V2 datasets with various network architectures.

2 RELATED WORK

2.1 CLIP-BASED ACTION RECOGNITION

Inspired by the strong representation of the pretrained CLIP model, many video recognition ap-
proaches have been proposed based on CLIP. These works can generally be categorized into two
types: full fine-tuning (Wang et al., 2021; Liu et al., 2023; Rasheed et al., 2023) and partial fine-
tuning (Chen et al., 2022a; Ni et al., 2022; Pan et al., 2022; Yang et al., 2023; Park et al., 2023).
For full fine-tuning methods, ActionCLIP (Wang et al., 2021) is the first to introduce CLIP into
video recognition, fine-tuning the CLIP model and applying additional temporal layers to model
motion. Similarly, STAN (Liu et al., 2023) uses an auxiliary network to extract temporal features
based on CLIP. ViFi-CLIP (Rasheed et al., 2023) shows that simply fine-tuning both the vision and
the text encoders are also effective for action recognition. For partial fine-tuning, a common practice
is to freeze the pretrained model parameters and introduce extra parameters for training. Inspired
by the parameter-efficient fine-tuning in Natural Language Processing (Houlsby et al., 2019; Hu
et al., 2021), Adaptformer (Chen et al., 2022a), X-CLIP (Ni et al., 2022), ST-Adapter (Pan et al.,
2022), AIM (Yang et al., 2023), and DUALPATH (Park et al., 2023) employ lightweight adapters
to transfer knowledge from the image to the video domain. Similarly, VPT (Ju et al., 2022) and
Vita-CLIP (Wasim et al., 2023) leverage learnable prompts to improve the recognition performance.

Although these two types of methods have shown promise in the closed-set setting, their per-
formance is not satisfactory in open-vocabulary settings, as shown in Fig. 1. Recently, Open-
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VCLIP (Weng et al., 2023) targets the open-vocabulary setting, yet its reliance on weight inter-
polation constrains its applicability to networks having exactly the same weight dimensions. In
contrast, our proposed framework distills knowledge from CLIP by enforcing feature consistency,
without constraining the network architectures, thereby being compatible with diverse networks.

2.2 FEATURE-BASED KNOWLEDGE DISTILLATION

Knowledge distillation is a technique that involves transferring knowledge from a teacher model to a
student model. The mainstream distillation methods can be broadly categorized as logits-based (Hin-
ton et al., 2015), similarity-based (Tung & Mori, 2019), and feature-based (Romero et al., 2014).
Feature-based distillation has been shown to provide clearer optimization targets and outperforms
the other two approaches (Chen et al., 2022b).

Recently, the feature-based distillation method has been applied in CLIP-based models, e.g., CLIP-
PING (Pei et al., 2023) and VLKD (Dai et al., 2022). CLIPPING focuses on model compression,
which aims to fully transfer the knowledge from Clip4clip (Luo et al., 2022) (a large teacher model)
to MobileViT-v2 (Mehta & Rastegari, 2022) (a small student model). The method is tailored for the
aforementioned architectures and can not generalize to other architectures. VLKD concentrates on
aligning the features of the language model to the CLIP model and subsequently integrating them
to be a multi-modal generator. All of these methods aim to distill the same knowledge from one
model to another. Differently, in our case, we have two objectives: maintaining the generalization
capability of a pretrained CLIP and effectively adapting from image to video tasks.

To achieve our goals, we propose a novel approach, called residual feature distillation, which allows

flexibly adapting features from images to videos, while not sacrificing the generalization capability
of the pretrained CLIP.

3 METHOD

The overall pipeline of FROSTER consists of two key components, namely, model finetuning to
bridge the gap between image and video tasks, and knowledge distillation to maintain the gener-
alizability of the pretrained CLIP. In the following, we first introduce the preliminary in Sec. 3.1,
followed by our method in Sec. 3.2.

3.1 PRELIMINARY
3.1.1 ACTION RECOGNITION WITH CLIP

Owing to the strong representation stemming from pretraining on massive image-text pairs, CLIP
has become a foundation model, which has been increasingly applied to various downstream tasks.
Utilizing CLIP for video recognition is straightforward: one can simply use the CLIP model to
process each frame individually and then average their outputs for prediction. Consider the CLIP
model with ViT (Dosovitskiy et al., 2020) architecture. Given a video x; € RT*3XHXW yith T
frames and each frame is with the spatial dimension of H x W, we can directly feed it into the visual
encoder f, of CLIP, which can be written as:

2t = folws), )

where the visual feature z;l € RT*C and C denotes the feature dimension of the [CLS] token
in ViT. The feature of [CLS] token embeds representation of the whole frame. To obtain the
video-level representation, we employ a simple average pooling on all z;’l from different frames to

obtain the global embedding vector E;i € RC. Regarding text processing, a common practice is to
embed the action categories in pre-defined templates (e.g., “A video of []”) as the input. Consider an
embedded action ¢;, we can obtain the text features z;"] with the text encoder f; as:

4 = fulty), @

where z?’j € RY. During training, the learning objective is to maximize the image-text representa-

tion similarity between E}i’l and z;’J corresponding to the same class. However, the text data may
be scarce when fine-tuning the text encoder if we just use the template-embedded action names as
text inputs. To alleviate this issue, following Xiang et al. (2023); Momeni et al. (2023); Zhao et al.
(2023), we adopt GPT3.5 to enrich the action names with more auxiliary descriptions, which can be
viewed as text data augmentation during training. The implementation details are given in Sec. 4.
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Figure 3: Illustration of feature distillation approaches. Lop and Lrp denote cross-entropy loss
and feature distillation loss, respectively. (a) Directly minimizing the feature distance between the
student and teacher model (Chen et al., 2022b). (b) Using a two-layer MLP to map the feature from
the student space to the teacher space (Deng & Zhang, 2021; Yang et al., 2020). (c) The proposed
residual feature distillation, employing a modified residual network on the student model to achieve a
balance in feature learning. Our method aims to simultaneously optimize video-specific knowledge
and generalizability, enhancing the overall performance of the model.

3.1.2 FEATURE-BASED DISTILLATION

The feature-based distillation (Romero et al., 2014; Deng & Zhang, 2021; Yang et al., 2020; Chen
et al., 2022b) is achieved by enforcing the feature consistency between the teacher and student
models, with loss functions such as L2 loss:

1 N
LFD:NZi’
(t) o

where fy, US), and N denote the teacher model, student model, and batch size respectively.

FS (i) — £§9 () 3)

.
2

In this paper, the objective of feature distillation is to maintain generalizability in the fine-tuned
model, which is crucial for open-vocabulary recognition.

3.2 FROSTER

Video-specific fine-tuning. For model fine-tuning, following Eq. (1) and Eq. (2), by feeding the
video-text inputs into the tuned model g, we can obtain the tuned visual features z;’” € R® and
textual features zz’j € R as:

Z‘g’i = gv(xi)a
Z;’J = gt(tj)’

where g, and g; denote the visual and textual encoders of the tuned model, respectively.

4)

By calculating the feature similarities between each video and texts of all categories, we can predict
the category y; for each video. Given the ground truth ¢;, we use a cross-entropy loss for video-
specific learning:

| MK
Lcg = N Z ZQU log yi,j, ®)
i g

where K denotes the total number of classes.

Residual feature distillation. Taking the frozen CLIP as the teacher, two common ways to realize
feature-based distillation are illustrated Fig. 3 (a) (Chen et al., 2022b) and Fig. 3 (b) (Deng & Zhang,
20215 Yang et al., 2020). Here, for simplicity, we use z, and zy to denote 2} (2) and 2} (2%). As
shown in Fig. 3 (a), since the output feature dimensions of the tuned model and the frozen CLIP
stay the same, we can directly conduct feature distillation between them without feature projection.
However, this supervision expects the tuned features z, to remain the same as the pretrained ones
zy, which prohibits z, from learning video-specific knowledge. Another possible way (as in Fig. 3
(b)) is to apply a projector to map z, from the student space to the teacher space. This can relax the
constraints on z, for better fitting the video data. However, under such a condition, this distillation
loss would be too loose for z, to keep close with z ¢, thereby limiting its generalizability. Therefore,
we need to find a trade-off between the above two methods, considering both learning objectives.
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Inspired by the residual design of ResNet (He et al., 2016) for reducing optimization difficulty in
deep networks, we propose a modified residual network for balancing the two learning objectives
when conducting distillation. The intuition behind the design is to allow the tuned features to effec-
tively receive supervision from generalized ones while also being video-specific. As in Fig. 3 (c),
we apply a modified residual network h on z, to transform its representation with a two-layer MLP
projector and an identity mapping:

29 = h(zg) = 2g + a x Wa(o(Wi(zy))), (6)

where W; € RE*C W, € RE*C | & denotes GELU (Hendrycks & Gimpel, 2016) function, and «
is a balancing coefficient. In this way, our design enjoys three major benefits:

(1) Since there exists an identity mapping in the transformation Eq. (6), the generalizable target z
can directly guide the generalizable learning of z4, which is similar to Fig. 3 (a). But differently,
given the projected term a x Wa(o(W1(24))), we do not enforce z, to be the same as zy, which
makes it flexible for z, to fit the video data.

(2) « is an important factor in balancing the learning in two objectives. If we set it as a small
number, the learned embedding space for z, is largely constrained by the teacher model, otherwise
24 may overfit the video data and impair generalizability. In experiments, we find that setting o as
a relatively small number (e.g., 0.1) leads to better performance than a large one. This phenomenon
suggests that the pretrained CLIP already possesses strong representation, thus we only need to
slightly adjust it to transfer from images to videos.

(3) Inspired by the initialization strategy in Hu et al. (2021), to make sure Z, is learned starting from
the pretrained status, we initialize the parameters of the second fully connected layer W5 as zeros.
Therefore, at the beginning of fine-tuning, 2, only contains z, and gradually gets updated. This
notably improves the training stability.

Loss function. After obtaining the transformed vectors 2;’ and 2;, we can use the frozen CLIP as

the teacher to distill knowledge. The distillation loss for vision and text features can be written as:

N
Li}i“D = Z ”.fv(xl) - hv(Qv(xi))Hz s

. & @)
Lip = D Ifilts) = hulge(t))ll
J
Lrp = LY%p + Lbp.
The overall learning objective is then the combination of classification and distillation losses:
L= Lcg+ BLFp, (8)

where [ is a balancing coefficient.

4 EXPERIMENT

Experimental setting. Following the common practice in the literature, we adopt two experimen-
tal settings: base-to-novel and cross-dataset evaluation. Base-to-novel: Under this setting, for each
dataset, we divide the class vocabulary into two non-overlapping sets, i.e., the base set Y and novel
set Yy, where Yg N Yy = (). The models are trained on samples from Y3, and evaluated on test-
ing samples from Yp U Yy. Cross-dataset: Under this setting, we train the models on a source
dataset with the class vocabulary set as Yg and evaluate them on a target dataset with another vo-
cabulary set as Y7, where |Ys U Y| > |Ys N Yr|. We evaluate our method using the common
UCF-101 dataset (Soomro et al., 2012), HMDB-51 dataset (Kuehne et al., 2011), Kinetics-400 (K-
400) dataset (Carreira & Zisserman, 2017), Kinetics-600 (K-600) dataset (Carreira et al., 2018),
and Something-to-Something V2 (SSv2) dataset (Goyal et al., 2017). K-400 and K-600 are large-
scale action recognition datasets with 400 and 600 action classes, respectively. UCF-101 consists
of 13,320 video clips from 101 action classes, and HMDB-51 includes 6,849 videos from 51 action
classes. SSv2 contains 174 fine-grained action classes. We follow the literature (e.g., Rasheed et al.
(2023); Ni et al. (2022); Weng et al. (2023)) to conduct experiments under the two settings and report
the average top-1 accuracy.
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Table 1: Performance comparison (Topl-Acc (%)) with the CLIP-based methods using ViT-B/16
under the base-to-novel setting. “HM” denotes the harmonic mean of the accuracy from the base
and novel sets. The results of most other papers are taken from ViFi-CLIP. } denotes the results with
our implementation. The best results are bolded, and the second-best results are underlined.

K-400 HMDB-51 UCF-101 SSv2
Method Base Novel HM |Base Novel HM |Base Novel HM |Base Novel HM

Frozen CLIP (Radford et al., 2021) 62.3 534 57.5|53.3 46.8 49.8|/78.5 63.6 703| 49 53 5.1
ActionCLIP (Wang et al., 2021) 61.0 46.2 52.6/69.1 37.3 48.5(90.1 581 70.7(13.3 10.1 11.5

XCLIP (Ni et al., 2022) 74.1 564 64.0/69.4 455 55.0{89.9 589 71285 6.6 74
VPT (Juet al., 2022) 69.7 37.6 48.8|46.2 160 23.8/90.5 404 55883 53 64
AIM 7 (Yang et al., 2023) 74.6 62.5 68.0/64.0 51.6 57.1/89.8 76.4 82685 79 82

ST-Adapter f (Yang et al., 2023)  73.6 62.0 67.3[65.3 489 559(855 76.8 809|93 84 8.8
ViFi-CLIP (Rasheed et al., 2023) 764 61.1 67.9|73.8 53.3 61.9/92.9 67.7 78.3|16.2 12.1 13.9
Open-VCLIP § (Weng et al., 2023) 76.5 62.6 68.9/70.3 50.4 58.7|94.8 77.5 853|160 11.0 13.0
FROSTER 778 643 70.4|74.1 58.0 65.1/953 80.0 87.0/18.3 122 14.6

Architectures. We use CLIP with ViT-B/16 vision encoder for all experiments. As for the tuned
model, we adopt VCLIP (Weng et al., 2023), fully fine-tuned CLIP, Action CLIP (Wang et al.,
2021), Adaptformer (Chen et al., 2022a), AIM (Yang et al., 2023), and ST-Adapter (Pan et al.,
2022) to verify the effectiveness of our method. Unless stated otherwise, we use VCLIP for our
experiments.

Text augmentation. To enrich the category names with more details for training, we adopt GPT3.5
to generate helpful descriptions using the instruction: “Please describe this action in the video []”.
We find that such a simple instruction is effective in providing extra text for training. For instance,
the action “brushing teeth” is augmented to “The video teaches the process of brushing teeth, which
involves using a toothbrush and toothpaste to clean and maintain oral hygiene”.

More experimental details can be found in Appendix A.1.
4.1 COMPARISON WITH STATE-OF-THE-ART METHODS

Base-to-novel. In Tab. I, we compare our method with the previous methods under the base-to-
novel setting. From the results, three notable findings are summarized: (1) Compared with some
adapted models (Action CLIP, X-CLIP and VPT), the frozen CLIP is still competitive, especially
on the novel sets of K-400, HMDB-51, and UCF-101, indicating its strong generalizability. (2)
FROSTER achieves the best performance over all datasets for both the base and novel sets, validating
its capacity to be video-specific and generalizable. (3) Compared to the baseline (VCLIP), our
method can achieve consistent achievements on all base and novel categories, which further verifies
its effectiveness. (4) On K-400, HMDB-51, and UCF-101, FROSTER achieves larger improvements
on the novel sets over the base sets. This demonstrates its great potential to be applied in open-
world applications. Besides, we observe that the performance gains achieved on the novel set of
SSv2 are relatively modest compared to other datasets. Given the fine-grained nature of SSv2, it
requires a stronger temporal awareness of the model to perform well on this dataset. As no cross-
frame temporal information was used during the CLIP pretraining, it is still challenging for CLIP to
generalize well on the fine-grained actions. This could potentially also explain why the performance
of all other methods is significantly lower on SSv2 compared to other datasets.

Cross-dataset. In Tab. 2, we compare our method with the previous methods under the cross-
dataset setting. We notice that, on the most generalizability demanding dataset, i.e., K-600, the
frozen CLIP outperforms most of the other methods, further demonstrating its superior general-
izability over the adapted video CLIP models. FROSTER achieves the best performance over
all datasets compared with the fully-finetuning methods (ActionCLIP and ViFi-CLIP), adapter-
based methods (X-CLIP, AIM, and ST-Adapter), prompting method (VPT), and weight interpolation
method (Open-VCLIP), demonstrating its strong generalizabilty.

4.2 DIAGNOSTIC STUDY

Effectiveness with different networks. In Tab. 3, we apply FROSTER with two types of CLIP-
based video models, i.e., fully-tuned and adapter-based. We notice that: (1) For all the networks,
FROSTER can effectively improve performance, highlighting its broad applicability. Empirically,
we find that FROSTER achieves larger improvements on K-600, which is a more generalizability-
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Table 2: Performance comparison (Topl-Acc (%)) with the previous approaches under the cross-
dataset setting. All methods are based on CLIP ViT-B/16, except for ER-ZASR (TSM (Lin et al.,
2019) pre-trained on ImageNet-1k) and Text4Vis (ViT-L/14). UCF* and HMDB* indicate evalu-
ating the full validation set, while UCF and HMDB denote evaluating across the three validation
splits. The results of most other papers are taken from Open-VCLIP and ViFi-CLIP. t denotes the
results are produced with our implementation.

Method UCF* UCF HMDB*  HMDB K-600

ER-ZASR (Chen & Huang, 2021) - 51.8+£2.9 - 353146 42.1£14
Frozen CLIP t (Radford et al., 2021) 742  73.84+0.6 46.3 479405 68.1+1.1
ActionCLIP { (Wang et al., 2021) 774  77.5%0.8 48.0 482£15 62512
X-CLIP (Ni et al., 2022) - 72.0£2.3 - 44.6£52 652404
VPT (Ju et al., 2022) - 69.3+4.2 - 443+£22 55.8+0.7
Text4Vis (Wu et al., 2023) 79.6 - 49.8 - 68.9+1.0
AIM 1 (Yang et al., 2023) 790  79.4%£1.0 49.5 50.3£0.8 66.7£0.5
ST-Adapter t (Pan et al., 2022) 779  77.6x£0.7 50.3 51.1£0.6  60.2+1.8
Vita-CLIP (Wasim et al., 2023) - 75.0+0.6 - 48.6£0.6 67.4+0.5
ViFi-CLIP (Rasheed et al., 2023) - 76.8+0.7 - 51.3+0.6 71.2£1.0
Open-VCLIP (Weng et al., 2023) 83.5 83.4%£12 53.2 53.9+1.2 73.0+0.8
FROSTER 85.0 84.8+1.1 54.5 54.8+13 74.840.9

Table 3: Performance comparison (topl-Acc (%)) when using FROSTER with different networks.
Method UCF* UCF HMDB* HMDB K-600

Fine-tuned CLIP 80.0 80.0+0.8 483 49.8£1.6 66.1%1.1
Fine-tuned CLIP w/FROSTER 83.5 83.3+0.8 53.6 53.8+1.5 73.6£1.0

Fully-Tuned Action CLIP (Wang et al., 2021) 774 77.5+£08 480 48.2+£1.5 62.5+1.2

Action CLIP w/ FROSTER 84.0 83.7+08 540 54.1+0.8 73.8+£0.9
VCLIP (Weng et al., 2023) 79.7 79.8£1.0 49.8 50.3£0.8 65.9£1.0
VCLIP w/FROSTER 85.0 84.8+1.1 545 54.8+1.3 74.8£0.9

AdapterFormer (Chen et al., 2022a)| 80.5 80.3+1.0 50.5 51.0+0.8 67.0£0.4
AdapterFormer w/FROSTER 81.0 80.8t1.2 531 53.5+1.3 74.0+£0.9

Adater-Based | AIM (Yang et al., 2023) 790 794410 495 503408 66.7+0.5
dapter-Based | 4yt L /FROSTER 812 81.0+13 532 535+13 741408
ST-Adapter (Pan et al., 2022) 779 776407 503 51.140.6 60.2+1.8
ST-Adapter w/FROSTER 795 793+1.1 520 52.5+13 73.1+0.9

demanding dataset compared with UCF-101 and HMDB-51. (2) Combining with FROSTER, fully
fine-tuned models can generally achieve better results than the adapter-based methods. This im-
provement might be attributed to the fitting capacity of more trainable parameters, which afford
greater flexibility for attaining both video-specific and generalizable learning objectives than the
adapter-based models.

Effectiveness of residual feature distillation. In Tab. 4, we conduct experiments to verify the
effectiveness of our distillation design (see Fig. 3). It is notable that: (1) For both the vision and text
encoders when applying distillation methods (see Exp. B - D and Exp. F - H), they can effectively
improve recognition performance compared with not using them (see Exp. A and Exp. E). This
phenomenon verifies the useful generalizable knowledge in the frozen CLIP. (2) By comparing Exp.
B and C (or Exp. F and G), we find that using a projector for feature distillation achieves inferior
performance than not using it, which indicates that the projector may hinder the distillation supervi-
sion, which degrades the generalizable capacity. (3) Using the proposed residual feature distillation
method achieves the best performance (see Exp. D and Exp. H), verifying its superiority over
the other two widely used methods for balancing video-specific and generalizable learning. (4) By
comparing Exp. I and J, we can see that the simple class name enriching technique can effectively
improve the action recognition performance.

Attention visualization. As shown in Fig. 4, we notice that frozen CLIP tends to focus on the
background regions instead of the moving objects. In contrast, the fine-tuned VCLIP exhibits at-
tention towards the key semantic elements (e.g., bottle and cup). Further, our method attends to the
moving parts more (e.g., hands), while considering also the helpful background information (e.g.,
sink and table).
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Table 4: Effects of frozen CLIP distillation methods and the augmented text under the cross-dataset
evaluation setting. “RFD” denotes Residual Feature Distillation.

Exp. Tuned Encoder wio MLPDIS?VI}%{,‘E}, RFD | UCF* | HMDB* | K-600
A 79.7 49.8 65.9£1.0
B . v 81.8 51.8 70.1£0.9
C Vision v 80.5 49.8 67.940.9
D v 82.9 52.7 71.1+1.0
E 77.2 48.5 69.3+0.9
F v 78.3 51.7 70.6+£0.9
G Text v 78.2 48.7 69.7+1.0
H v 78.6 52.3 71.0+£0.9
I Vision + Text v 84.4 54.4 73.0+£0.7
J Vision + Text (Text Augmented) v 85.0 54.5 74.8+0.9

25 UCF (0.805) ®HMDB (0.771)  K-600 (0.721)

Inputs 20

15
Frozen
CLIP

10

VCLIP

Relative Performance Improvement

0 HHH

Fine-tuned VCLIP AIM ST-Adapter Adapter  Action CLIP
cLip Former

- n : B Figure 5: Relative improvements of different
Figure 4: Attention visualization of attention cor- methods when combined with FROSTER. The
relations between [CLS] and image tokens of the number next to the legend for each dataset indi-
action “pour”. Our method focuses on moving ob- cates the dataset’s similarity with K-400 using
jects and informative backgrounds. Hausdorff distance (cosine similarity).

Dataset semantic distance v.s. performance improvements. To study the relationship between
dataset semantic distances and performance improvements, we measure the semantic distances be-
tween the training and testing datasets by comparing text features of action class names between
datasets. Figure 5 presents the relative improvements on different testing datasets by different mod-
els. We observe that greater improvements are attained on datasets that require more generalizability,
i.e., K-600. This finding serves as additional evidence of the efficacy of FROSTER in enhancing
generalizable capacity.

Please refer to the appendix for additional experiments and visualizations.

5 CONCLUSION

In this paper, we present FROSTER, a simple yet effective framework designed to tackle the open-
vocabulary video recognition task. FROSTER achieves the dual objective of being video-specific
and generalizable. To accomplish this, we introduce a frozen CLIP model as a teacher model to
facilitate generalization. Additionally, we propose a residual feature distillation method to balance
feature learning in both objectives. FROSTER is compatible with various network architectures and
has been extensively evaluated on base-to-novel and cross-dataset evaluation settings using large-
scale video datasets, demonstrating its effectiveness.
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A APPENDIX

A.1 MORE EXPERIMENTAL DETAILS

Datasets. We evaluate our method using the common UCF-101 (Soomro et al., 2012), HMDB-
51 (Kuehne et al., 2011), Kinetics-400 (K-400) (Carreira & Zisserman, 2017), Kinetics-600 (K-
600) (Carreira et al., 2018), and Something-to-Something V2 (SSv2) (Goyal et al., 2017) datasets.
(1) K-400 & K-600 are large-scale action recognition datasets, containing 400 and 600 action classes,
respectively. K-400 includes 240k training and 20k validation samples, while the K-600 dataset is
an extension of the K-400, which has 410k training and 29k validation samples. K-600 contains 220
non-overlapped categories compared to K-400. Each sample is a YouTube video clip representing
a human action. (2) UCF-101 consists of 13,320 video clips from 101 action classes, where 9,537
samples are used as the training set and the remaining 3,783 samples are used for testing. Offi-
cially, there are three training/testing splits. The dataset includes a variety of human activities and
is widely used for benchmarking in human action recognition research. The videos vary in length
but are generally short. (3) HMDB-51 (Kuehne et al., 2011) includes 6,849 videos from 51 action
classes and has more than 101 samples per class. Similar to UCF-101, there are also three official
training/testing splits. The dataset comprises a diverse range of sources, including movies, public
databases, and YouTube videos, offering a broad range of human actions and interactions. (4) SSv2
contains 174 fine-grained action classes, which are mostly related to actions performed with daily
objects. In total, there are 168,913 video clips for training and 24,777 video clips for testing. This
dataset is unique in its focus on human-object dynamics, thereby is known as a temporal-challenging
dataset.

Evaluation metrics. We follow the literature (e.g., Rasheed et al. (2023); Ni et al. (2022); Weng
et al. (2023)) to conduct experiments under the two experimental settings. For the base-to-novel
setting, we conduct experiments on UCF-101, HMDB-51, K-400, and K-600, and report the aver-
age top-1 accuracy. The action classes are separated into base and novel classes for each dataset.
Frequent classes are used as the base classes while less frequent classes are used as novel classes.
The models are trained on samples from base classes in the raw training split in each dataset and
evaluated on samples from novel classes in the raw validation split. 16 video clips are sampled for
each base class for training. Three different base sets are constructed for each dataset and used to
train the model separately. The resulting models are evaluated on the same novel set and we report
the average results using models trained on three different base sets. During testing, HMDB-51 and
UCF-101 datasets have three validation splits in the raw data. However, in the base-to-novel setting
being used here, only the samples from novel classes in the first split are used for evaluation. On the
other hand, K-400 and SSv2 datasets have only one validation split in the raw data, and the samples
from the novel classes in the entire split are used for evaluation here. For the cross-dateset setting,
the models are trained on K-400 (Carreira & Zisserman, 2017), and evaluated on UCF-101 (Soomro
etal., 2012), HMDB-51 (Kuehne et al., 2011), and K-600 (Carreira et al., 2018). For HMDB-51 and
UCF-101, the methods are evaluated using their respective three validation splits in the raw data,
and we report the average top-1 accuracy on these splits as well as the performance variance. For
K-600, the methods are evaluated on the 220 categories that do not exist in K-400. We report the
average top-1 accuracy over three randomly sampled splits used in Ni et al. (2022); Rasheed et al.
(2023); Weng et al. (2023), with each split containing 160 categories.

Training configurations. The initial learning rate is set to 3.33 x 1076 and is decayed using the
cosine scheduler. For base-to-novel evaluation, we train each model for 12 epochs and set the first 2
epochs for warming up. Differently, for cross-dataset evaluation, since we have larger training data,
we train the models for 22 epochs with the first 2 epochs as a warm-up. The hyper-parameters «
and  are set as 0.1 and 2. During training, each video is uniformly sampled with 8 frames. During
testing, we sample 3 video clips (8 frames per clip) with 1 crop (“3 x 1” views) of each video and
ensemble the outputs with an average summation. Following Open-VCLIP (Weng et al., 2023),
when testing, we average the models learned in different epochs to improve generalizability for the
cross-dataset setting. We use 8 x A100 GPUs to conduct all the experiments.

13
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A.2 DIAGNOSTIC EXPERIMENTS

Impacts of the zero initialization. As shown in Tab. 5, we notice that zero initialization can
improve the performance since it enables a starting point just like the pretrained CLIP which gets
updated smoothly.

Impacts of the weight o.  As shown in Tab. 6, we conduct experiments by setting o to 1.0, 0.5, 0.1,
and 0.05, respectively. We find that smaller « generally obtains better results, which indicates that
the video-specific learning should be well-constrained. For the performance trade-off on different
datasets, we set « as 0.1.

Table 6: Impacts the value of a.

Table 5: Impacts of the zero initialization of Ws. o ‘ UCF* \HMDB* ‘ K-600
Method \UCF* \HMDB*\ K-600 1.0 | 847 531 732410
Ours w/o Zero Init.| 84.7 54.1 |74.4£1.0 05| 84.8 53.9 |74.0£0.9
Ours w/ Zero Init. | 85.0 54.5 |74.8+0.9 0.1 | 85.0 54.5 |74.8£0.9

0.05| 85.1 | 548 |74.3£0.9

Table 7: Impacts of the balancing coefficient /3 in the loss function.
f | UCF* | HMDB* | K-600

1| 847 54.3 74.0£1.0
2| 85.0 54.8 74.84+0.9
3| 85.0 54.1 75.0£1.0

Impacts of the coefficients 5. In Tab. 7, we experiment with different values for /3 by setting it to
1,2, and 3, respectively. We can see that the variance among different values is not large and choose
[ = 2 to be our default choice.

14
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A.3 VISUALIZATION RESULTS

In Fig. 6-Fig. 9, we present more qualitative comparison. Overall, our model attends to informative
regions related to the action for more reliable recognition. For example, in Fig. 6, our method
effectively captures the movements of the woman’s mouth to extract the motion features relevant to
“chew”; in Fig. 7, our model attends to the human legs when recognizing “push”.

Inputs

Frozen
CLIP

VCLIP

Chew
Figure 6: Attention maps for “chew”. (1) The frozen CLIP attends to the background. (2) The tuned
VCLIP attends to the face and forehead. (3) FROSTER attends to the mouth, which is more relevant
to the action.

Inputs

Frozen
CLIP

VCLIP

FROSTER

Push
Figure 7: Attention maps for “push”. (1) The frozen CLIP attends to the surrounding stuff around
the baby. (2) The tuned VCLIP attends to the clothing of the baby. (3) FROSTER attends to the legs
of the baby, which are more relevant to the action.
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Frozen
CLIP

Fencing
Figure 8: Visualization of attention maps for action “fencing”. (2) The frozen CLIP attends to the
background, e.g., the ground. (2) The tuned VCLIP learns to focus on the moving body parts. (3)
FROSTER attends to the arms and legs, which are more relevant to the action.

Frozen
CLIP

VCLIP

Hit
Figure 9: Attention maps for “hit”. (1) The frozen CLIP attends to the ground and sky. (2) The tuned
VCLIP attends to the person’s pelvic region and the ground. (3) FROSTER attends to the person’s
hands and the hammer, which are more relevant to the action.
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