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6 NETWORK DETAILS

In the EDM and IDM of our proposed Color4E network, cross at-
tention modules integrate features from different modalities. The
cross attention module we employ operates in a channel attention
manner, meaning that the number of elements in the attention score
matrix during intermediate computations is ¢ X ¢, where c is the
dimensionality of the features. This allows the model to extract
and fuse information along the feature dimension, better handling
information from two modalities, and enhancing the model’s appli-
cability to inputs of arbitrary sizes. The experiment results in this
paper verify that our model can handle input images of different
sizes without modification, e.g., while the model is trained with the
C4E dataset at a resolution of 256 X 256, the 1280 X 720 test images
of GoPro [4] can still be effectively deblurred.

Formally, the input data undergoes the following operations in
our cross attention module:

Ox =XW®, Ky=YWK vy=ywY, )

where X and Y are features after layer normalization. Depending
on the modality of interest, in the EDM, the cross attention module
takes events as queries and images as keys and values, and thus X
is event feature and Y is image feature; while in the IDM, it is the
reverse, with images as queries and events as keys and values. Q, K
and V are the transformed queries, keys, and values, respectively.
Then, attention scores are calculated, normalized by the softmax
function, and finally multiplied with the values to obtain the fused
result along the feature dimension:
R

Attention(Qx, Ky, Vy) = Softmax Vy. (10)
k
The attention results obtained are then residual-connected with
the features of interest to obtain the corresponding attention fea-
tures:

Fx =X+ Attention(QX, Ky, Vy), (ll)
where Fx denotes the intermediate feature. Finally, this feature is
fed into an MLP with residual connections for final feature integra-
tion, resulting in the output:

X’ = Fx + MLP(Fx). (12)

For the sake of training stability, we adopt the pre-layer normal-
ization setting as mentioned above and incorporate modifications
to the attention layer as proposed by [2, 3].

7 ANALYSIS OF C4E DATASET

We implement a display-filter-camera system that enables the syn-
chronous recording of mosaic and full-color event to collect the
high-resolution color event dataset C4E suitable for network train-
ing and evaluation, which can avoid the real-simulated gap of events.
To verify the effectiveness of data collected by the display-filter-
camera system in mitigating the real-simulated gap, we train the
2024-04-20 08:25. Page 1 of 1-7.

proposed Color4E network with mosaic event data simulated from
the event simulator DVS-Voltmeter [1] and mosaic event data cap-
tured from display-filter-camera system (i.e., C4E dataset) respec-
tively, then use the trained model to perform image deblurring on
the real-captured dataset. Both models are trained with the same
operational scheme and number of training epochs.

The experimental results are shown in Fig. 9, where input blurry
images and mosaic events are outputted from a DAVIS346-color
[5] camera. The comparison shows that the model trained with
C4E can reconstruct sharper textures and recover tiny textures,
such as the window in the first row and the traffic sign in the
third row. This indicates that the event data collected based on the
display-filter-camera system is more consistent with the feature
distribution of real color mosaic events, so that the trained model
can be generalized to the real-world scene.

8 ADDITIONAL RESULTS

We show additional examples of image deblurring results on the
reprocessed GoPro dataset [4] and our collected C4E dataset in
this section. Color4E is compared with recent event-based image
deblurring methods eSL-Net [9], Red-Net [10], NEST [8], EF-Net
[6] and REFID [7] on our reprocessed GoPro dataset (Fig. 10, Fig. 11,
and Fig. 12) and our collected C4E dataset (Fig. 13 and Fig. 14). We
also compare the performance of methods trained with different
types of events, i.e., mosaic color events and mono events, verifying
the corresponding comparative result shown in Table 2.
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Figure 9: Image deblurring results reconstructed by our method for the real-captured dataset, our method is respectively trained
with DVS-Voltmeter [1] simulation generated events and our display-filter-camera system captured events.
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Figure 10: Image deblurring results on GoPro dataset. The labels “Mosaic” and “Mono” denote the networks are trained with
different types of events.
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Figure 11: Image deblurring results on GoPro dataset. The labels “Mosaic” and “Mono” denote the networks are trained with
different types of events.
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Figure 12: Image deblurring results on GoPro dataset. The labels “Mosaic” and “Mono” denote the networks are trained with
different types of events.
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Figure 13: Image deblurring results on our C4E dataset. The labels “Mosaic” and “Mono” denote the networks are trained with

different types of events.
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Figure 14: Image deblurring results on our C4E dataset. The labels “Mosaic” and “Mono” denote the networks are trained with
different types of events.
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