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1 INTRODUCTION

Prediction-based decision-making systems are typically implemented or overseen by the decision makers. They decide
what the prediction-based decision-making systems are optimized for and what goals they pursue. However, the
increasing use of prediction-based decision-making systems has shown that this can easily lead to disadvantages
for marginalized groups (see, e.g., [2, 11, 18, 20, 25, 42]). With no consideration given to fairness, these systems are
very unlikely to coincidentally be fair. This reveals that there are at least two conflicting perspectives of what a
decision-making process should look like: On the one hand, the decision-making process should pursue the decision
maker’s goal (e.g., to be as efficient or profitable as possible). On the other hand, the decision-making process should
be fair towards the decision subjects, i.e., towards the individuals affected by the decisions. Often, these two goals
are in conflict [32].1 Navigating this trade-off is not easy: It requires making the values of the decision maker and the
decision subjects explicit — to the point where they can be put into mathematical formulas. Addressing the perspective
of decision subjects, the literature on algorithmic fairness has therefore come up with many different so-called "fairness
metrics" [39, 40]: Mathematical formulas that — when they are not fulfilled — may indicate unfairness in the given

1Note that they are not always in conflict [15]. Assuming that they are conflicting is in itself a normative assumption. The decision maker and the decision
subjects could also pursue goals that are more similar.
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system. However, it remains an open question which philosophical theories of justice these fairness metrics align with.
One might think that this is not an urgent issue: As long as the metrics seem like reasonable conditions for fairness,
why should we not just evaluate them all, independently of whose philosophical theory of justice they correspond
to? However, existing research shows that fulfilling three popular fairness metrics at the same time is mathematically
impossible in practice [7, 13, 33]. Thus one typically needs to choose one metric over the others — but how do we know
which metric we should use to evaluate the fairness of a decision-making system? This depends heavily on the context
of the application, so a deep understanding of the social context of the application is required.

It is important to note that the debate about appropriate fairness metrics is not a mathematical debate [47, 53]. The
plethora of fairness definitions and the conflicts between them stem from the conflicting theories of fairness that they
operationalize and which reflect different values [31]. Thus, it is rather a debate about values [31] and one’s beliefs
about the world [21]. Recent works [23, 53] have highlighted the need for a deliberative process to explicate these
values. Wong [53] argues that the choice of fairness metric(s) is a choice of values and thereby inherently political.
Consequently, [53] demands a democratization of this choice.

Hence, what is needed for navigating the trade-off between the perspectives of the decision makers and the decision
subjects in practice is a process for eliciting and formalizing their values. This is the goal of this paper: We develop a
new approach for implementing moral values in prediction-based decision-making systems. Our approach elicits these
values from decision makers and decision subjects in five steps and provides a simple way to adapt the prediction-based
decision-making system such that it aligns with the agreed-on values.

The central idea of the approach is to specify one’s normative preferences regarding five value-laden questions: (1)
How should we assess the benefit / harm that the decision maker derives from the decisions? (2) How should we assess
the benefit / harm that the decision subjects derive from the decisions? (3) What groups of people have comparable
moral claims to receive the same utility, but probably do not receive the same utility? (4) Consider these groups who
have the same claim to benefits / harms from the decisions: Should equality between them be enforced at all costs or
can some inequality be tolerated? (5) How strongly should fairness be pursued if it comes into conflict with the utility
of the decision-maker?

The rest of the paper is structured as follows: First, we highlight related work in Section 2. In Section 3, we describe
the general setting of prediction-based decision-making systems including two conflicting dimensions: the decision
makers and the decision subjects. In addition to this, we introduce the notation that we will use throughout this paper.
In Section 4, we provide background information on distributive justice and describe a common structure of theories of
justice. This will show that theories of justice are conflicting on the level of values. We will then apply this structure to
a case study in Section 5. For this, we will have to make value-laden choices. Finally, we discuss the limitations and
merits of our approach in Section 6.

2 RELATEDWORK

Kearns and Roth [32] describe the importance of considering the different perspectives in the design of decision-making
systems: The goal of the decision maker and the fairness of it. Several works (e.g., [16, 24, 37]) have highlighted these
conflicts and tried to quantify the trade-off between the two goals. However, these works use specific interpretations
of the decision maker’s goal (such as accuracy) and fairness (common group fairness metrics). In practice, we cannot
assume that these specific formalizations represent the moral values of the decision makers and decision subjects in a
given context. As Kearns and Roth [32] highlight, the first step to balancing these two perspectives is therefore to make
our values explicit. These values should guide how we formalize the decision maker’s goal and fairness.
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One approach for operationalizing fairness is to choose between existing group fairness metrics. Saleiro et al. [46]
and Makhlouf et al. [36], for example, provide a flow chart to choose between fairness metrics while Loi et al. [35]
and Baumann and Heitz [9] provide a fairness principle to morally justify the well-known group fairness metrics. To
justify the evaluation of some of these metrics, we have to think through what injustices can occur before decisions are
made. Friedler et al. [21] have developed a framework for this, which has been extended by Hertweck et al. [28]. In
this process, Hertweck et al. [28] found that enforcing a fairness metric is difficult to justify without considering its
consequences. Indeed, Hu and Chen [30] showed that enforcing such metrics can actually harm marginalized groups.
As not every group derives the same benefit or harm from the same decision, a line of research has developed that
claims what matters for fairness is not the distribution of positive decisions, but of the consequences of those decisions,
i.e., the utility of the decisions or welfare. Weerts et al. [52] have therefore extended the framework by Hertweck et al.
[28] to consider the utility of the decisions. Heidari et al. [26] have proposed welfare-based definitions of fairness that
take the effects of decisions into account and can be used as learning constraints. Further, [12] have proposed a method
to increase the welfare of the worse-off groups according to the Rawlsian leximin principle. Heidari et al. [27] have
highlighted that what a fair distribution of utility looks like is influenced by one’s claim to utility. In their mapping of
the philosophical theory of equality of opportunity to group fairness metrics, they consider the effort to be relevant for
the moral claim one has to utility. This argument has been further developed in [35]. They also resolve the apparent
conflict between fairness metrics by analyzing fairness at a higher level of abstraction: Appropriate fairness metrics can
be directly derived from one’s values.

Our approach is in line with these developments as it allows decision makers and decision subjects to derive their
own utility-based definitions of fairness from their moral values. Note that these utility-based definitions of fairness are
not an alternative to existing group fairness metrics, but an extension of them.2 We then describe a simple approach
that builds on [32] to support the question of how to balance this definition of fairness with the utility of the decision
maker.

3 PREDICTION-BASED DECISION-MAKING

This paper is concerned with the fairness of prediction-based decision-making systems that fulfill distributive tasks
(e.g., the distribution of loans, job interviews or social benefits). The goal of these systems is to make a decision 𝐷 based
on a set of variables. Predictions are needed because the central variable the decision is based on is not known at the
time of decision — we refer to this as the decision-relevant attribute 𝑌 . In recruiting, for example, it is unclear whether
an applicant will perform well; in medical applications, it is unclear whether a treatment will actually cure the patient.
For the purpose of simplification, we assume that 𝐷 and 𝑌 are binary: 𝐷,𝑌 ∈ {0, 1}. The output of the predictor for a
person with the attributes 𝑋 is then a probability score 𝑝 = 𝑃 (𝑌 = 1|𝑋 ), which is used in the decision-making process.
A decision rule 𝑟 is a function that, for every individual, takes 𝑝 (and possibly other attributes) as an input and gives a
decision as an output, e.g., “give a loan to everyone who has an estimated repayment probability of more than 80%.”

In prediction-based decision making systems, the decision maker typically makes many decisions of the same type.
Thus, the degree to which the decision maker’s goal is achieved can be measured by their expected utility. A rational
decision maker would choose the decision rule that maximizes their expected utility. This requires a first value-laden
choice: The assessment of the decision maker’s utility for a given set of decisions. Assuming that the decision maker’s
expected utility for an individual just depends on the decision and the individuals’ probability of being of type 𝑌 = 1,

2This is explained in detail in [3], where it is also shown that existing group fairness metrics — i.e., (conditional) statistical parity, equality of odds,
equality of opportunity, FPR parity, sufficiency, predictive parity, and FOR parity — can be derived for specific conditions of our utility-based approach.
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the optimal decision rule always takes the form of a single uniform threshold. All individuals with a 𝑝 above this
threshold have a positive expected utility for the decision maker. However, if the fairness of the decisions for the affected
individuals should also be considered, the decision maker is required to deviate from their optimal decision rule, as this
usually does not satisfy any social desideratum that is unequal to the decision maker’s immediate business goal (which
is measured by the utility function). This requires the assessment of the decision subjects’ utilities for a given set of
decisions to specify a morally appropriate definition of fairness — constituting additional value-laden choices, which
will be introduced in the following section.

4 THE COMPONENTS OF FAIR DECISION-MAKING

As we explain in the previous section, prediction-based decision making systems are typically driven by the decision
maker’s perspective. However, in many contexts, the decisions made can have huge impacts on people’s lives. Therefore,
it is important to also consider another perspective: the fairness of the prediction-based decision-making system
towards the decision subjects. This represents a social desideratum, which is highly context-dependent and thus not
straightforward to specify. As we are considering systems that distribute something (e.g., loans, social benefits, or jobs),
we are building on theories of distributive justice. The goal of theories of distributive justice is to find principles for
fair distributions. For this purpose, theories of justice can often be characterized by their answers to the following
questions, which represent the next three value-laden choices: What is, ultimately, distributed? Between whom is it
distributed? How should it be distributed?

4.1 Utility of the decision subjects

What is, ultimately, distributed?

We will refer to what is being distributed, which could be positive in the case of a benefit and negative in the case
of a harm, as utility. This builds on the line of welfare-based definitions of fairness described in Section 2. Utility
can be defined in different ways. We adopt a "desire theory" of utility — utility is what people desire [17]. When
we lack information about people’s actual desires, we define well-being as what people have reasons to desire — an
"informed-desire" approach [17]. Negative utility can be defined as what people desire not to have.

Definition 1. Decision subject utility is the benefit or harm derived from receiving a certain decision. It can be defined
as what people actually desire or what they have reasons to desire.

This general definition can be adapted to different contexts: In some contexts what people desire can be measured in
monetary terms. In other contexts, we may measure it on different scales, e.g., as health outcomes.

4.2 Relevant positions

Between whom is it distributed?

Most contemporary theories of justice focus on individuals, understood as bearers of utility, capabilities, or rights [48].
Theories of discrimination, instead, relate to socially salient groups [1]. We can strike a compromise between the two
views if we focus on "relevant positions," a concept we adapt from John Rawls [44, §16, pp. 81-86]. In our approach,
relevant positions are types of individuals that are representative of salient inequalities in the context to which the
question of fairness relates.3

3Here, we draw from Anonymous [4].
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Definition 2. Relevant positions are types of individuals that have comparable moral claims to receive the same utility,
but probably do not receive the same utility.

In order to identify the relevant positions in a concrete case, we need to focus on two distinct components: 1) what
makes it the case that certain individual types (classes of people) have roughly the same claims to utility?; 2) what are
the most likely sources of inequality? Once these two questions have been answered for a given system, we can define
the relevant social positions as the people who have comparable claims to utility, but who we expect not to receive the
same utility due to the defined sources of inequalities.

What makes it the case that certain individual types (classes of people) have roughly the same claims to utility? The
first question is ethical and must be answered in a context-sensitive manner. For example, there are contexts where
individuals who are equal in their needs should be treated equally; in other contexts, it seems morally appropriate to
only treat people equally who deserve the same, e.g., because of their actual or potential contribution [38]. In other
contexts, yet, everyone should be considered to have an equal claim to what is being distributed [38]. We will refer to
this as the claims differentiator.

Definition 3. A claim differentiator is a factor that makes it that people have equal or different moral claims to utility.
This could be factors such as need or contribution. There could also be no claim differentiator, in which case everyone
has equal claims to utility.4

What are the most likely sources of inequality? This question is, broadly speaking, sociological and asks us to think
about different causes of inequality that affect the prediction-based decision-making system.

Definition 4. A source of inequality causes inequalities that affect the prediction-based decision-making system. We
are considering sources that occur at the group level and that lead to groups being unlikely to receive the same utilities
from a prediction-based decision-making system.

One fruitful framework to think about the sources of inequality is the one provided by Friedler et al. [21], which has
subsequently been expanded by Hertweck et al. [28]. Friedler et al. [21] propose three layers:

• Construct Space (CS): consists of an individual’s characteristics we would like to base decisions on
• Observed Space (OS): consists of the measurements of the characteristics in the construct space that we actually
base decisions on, i.e., the features present in a data set

• Decision Space (DS): represents the decisions of the prediction-based decision-making system

Hertweck et al. [28] add one more layer to be considered, at the bottom of the chain of inequality causes:

• Potential Space (PS): represents an individual’s innate potential to develop the characteristics in the construct
space.

We use the distinction between the spaces to identify the different possible causes of inequalities. Both inequality in
the space and in the transition between spaces ("biases") should be considered. Biases occur in the transition between
the observed space and decision space ("direct discrimination"), between the construct space and observed space
("measurement bias") and between the potential space and construct space ("life’s bias"5). If we have reasons to believe
that such unjust biases occur, we can consider those to be sources of inequalities. For example, consider fairness in
4The claim differentiator corresponds to the justifier described by Loi et al. [35].
5The framework differentiates between just and unjust life’s bias. We would only consider unjust life’s bias as a relevant source of inequality as just life’s
bias is not something we would want to correct for. For a more detailed discussion of the differentiation between just and unjust life’s bias, see [28]
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hiring. We can identify sex and race as two significant causes of inequality in the transition from the potential space to
the construct space, meaning that people with the same innate potential end up developing different realized abilities
because of their life circumstances ("life’s bias"). The use of this four-level heuristics can lead us to discovering new
sources of inequality.

Note that Weerts et al. [52] have further expanded this framework by adding one more layer at the top:

• Utility Space (US): represents the consequences of the decisions in the decision space and how beneficial or
harmful they are for the decision subjects. This is referred to as the "utility" of decisions.

While unjust inequalities can occur between the decision space and the utility space, this is not a source of inequality
we are looking for in this step. Instead, this inequality can be represented through the previous step (Section 4.1) in
which the utility of the decision subjects is assessed. This assessment allows us to ascribe different utilities to individuals
who receive the same decisions.

4.3 Relation to inequality

How should it be distributed?

After having discussed which groups have equal moral claims to the utility derived from the decisions, we have to
think about whether we can tolerate inequalities in some cases. One may say that inequalities are always unacceptable
and that equality has to be achieved at all costs. However, this might result in leveling down: Assume a situation in
which the utilities derived for the groups are unequal, but in order to equalize them, the utility of all groups has to be
lowered. In that case, one might prefer the original unequal utility distribution, from which all groups profit. This is a
well-known issue with existing group fairness metrics (see, e.g., [10, 15, 30, 52]). To avoid this, we can allow for some
inequalities, e.g., if they are beneficial to the worst-off group. Therefore, we have to define our relation to inequality.
This can be described as a pattern of justice.

Definition 5. A pattern of justice describes a distribution of utility and thereby how inequality should be dealt with.

Popular patterns of justice are:

• Egalitarianism [5]: Equality is valued above all else. The utilities derived by the groups should be as equal as
possible.

• Maximin [44, 45]: Inequalities are tolerated if they profit the worst-off group. The goal is to maximize the utility
derived by the group that is worst-off.

• Prioritarianism [29]: Inequalities are tolerated if they increase the aggregated utility. The goal is to maximize the
aggregated utility derived by all groups, where the utility of the worst-off is given a higher weight. Maximin is
the extreme version of this as an infinite weight is given to the worst-off group.

• Sufficientarianism [50]: Inequalities are tolerated as long as all groups achieve a minimum level of utility. The
goal is to bring all groups above a certain level of utility; if inequalities occur above this minimum level of utility,
they are accepted.

4.4 Popular theories of justice

We can view many popular theories of justice through the lens of these three components. Egalitarian notions of fairness,
for example, demand that people are equal in some regard [5]. Equality of opportunity is the view that individuals
should have equal opportunities in life [6]. This is different from strict egalitarianism, which demands equality in
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outcomes [34]. They differ in their answer to what (component 1) should be distributed equally: opportunities or
outcomes (e.g., resources). Luck egalitarianism is a form of egalitarianism that favors equality between individuals, but
deems inequalities just if said inequalities are not due to bad luck, but if the individuals are responsible for them [14, 19].
Luck egalitarianism thus uses responsibility as a claim differentiator.

5 CREDIT LENDING EXAMPLE

Let us now see how the perspectives of the decision maker (Section 3) and the decision subjects (Section 4) can be
balanced in practice. For this, we will use an example that is commonly used in the algorithmic fairness literature:
lending. Imagine you work at a bank and your job is to decide which loan applications should be accepted (𝐷 = 1) and
which ones should be rejected (𝐷 = 0). You have built a machine learning model to help you with the task. It predicts
how likely a person is to repay the loan they applied for based on their loan application. The goal is to give those people
a loan who will repay it (𝑌 = 1). You trained your model with data from previous positive lending decisions, so based
on the applications of people you have given a loan to in the past and for whom you thus know whether they repaid it
or not. Now you have to define a decision rule. If you want to balance the goal of being fair with the profitability of the
credit approval system, you have to specify how you want to measure the bank’s utility, i.e., profits, and how you want
to measure fairness. To illustrate this example, we are using the preprocessed version of the UCI German credit dataset
[22].6

5.1 Utility of the decision maker

We start by specifying the perspective of the decision maker. Assuming that the bank is interested in profits, we have to
assess how much profit is derived from each decision. For a loan applicant 𝑖 with a repayment probability of 𝑝𝑖 asking
for a loan of size 𝑠𝑖 with an interest rate of 𝑧𝑖 , the bank’s expected utility is 𝐸 (𝑢𝐷𝑀,𝑖 ) = 𝑝𝑖 · 𝑧𝑖 · 𝑠𝑖 − (1 − 𝑝𝑖 ) · 𝑠𝑖 . A
rational decision maker would grant a loan to all individuals with a positive expected utility (i.e., 𝐷 = 1 if 𝐸 (𝑢𝐷𝑀,𝑖 ) > 0).
To make this assessment easier, we assume that the bank always demands 10% interest. In this case, a repaid loan gives
the bank a profit of 10% of the loan size while the cost of a defaulted loan is equivalent to the loan size. Rejected loan
applications are cost-neutral as we assume that the cost of reviewing applications is almost 0.7 The expected utility of
the decision maker for individual 𝑖 can thus be described as 𝐸 (𝑢𝐷𝑀,𝑖 ) = 𝑝𝑖 · 0.1 · 𝑠𝑖 − (1 − 𝑝𝑖 ) · 𝑠𝑖 . Loans are granted to
individuals with a positive expected utility:

𝐸 (𝑢𝐷𝑀,𝑖 ) > 0

𝑝𝑖 · 0.1 · 𝑠𝑖 − (1 − 𝑝𝑖 ) · 𝑠𝑖 > 0

𝑝𝑖 · 0.1 · 𝑠𝑖 − 𝑠𝑖 + 𝑝𝑖 · 𝑠𝑖 > 0

(0.1 + 1) · 𝑝𝑖 · 𝑠𝑖 − 𝑠𝑖 > 0

1.1 · 𝑝𝑖 · 𝑠𝑖 > 𝑠𝑖

𝑝𝑖 >
𝑠𝑖

1.1 · 𝑠𝑖

𝑝𝑖 >
1
1.1

6In order not to compromise the mutually anonymous reviewing process, we cannot yet make the code for this publicly available, but will do so if the
paper is accepted.
7We need to make assumptions when working with hypothetical cases, but in real-world settings, stakeholders will know what applies to their case. The
fact that we need to make such assumptions should be considered a feature, not a limitation. It is often said that fairness is contextual. The fact that we
need information about the context to assign utility values shows that our approach is highly sensitive to aspects of the context.
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Thus, the bank would apply a decision rule that takes the form of a single uniform threshold and give a loan to all
individuals with 𝑝𝑖 >

1
1.1 .

5.2 Utility of the decision subjects

Next, we turn to the evaluation of how fair a given decision-making system is towards the decision subjects. For this,
we consider the components of fair decision-making described in Section 4.

We first have to answer the question of how to assess the utility that decision subjects derive from the decision-
making process. For this, we can use the concept of the utility space introduced by Weerts et al. [52], which we briefly
described in Section 4. In the case of lending, loans are distributed. We could therefore measure the utility in terms
of resources available to the individuals. In that case, all people who are given a loan of the same size derive equal
utility from it. However, individuals do not profit equally from being granted a loan. If they cannot repay the loan and
end up defaulting, this is harmful for their future chances of receiving a loan. Thus, we decide that to consider the
utility of a decision, it is insufficient to only consider the decision itself. Instead, we also have to consider the situation
that this puts the individual in. For this, we have to consider whether the individual is actually able to repay the loan.
Additionally, we may consider factors such as the loan size (e.g., defaulting on a smaller loan may be less harmful than
defaulting on a bigger loan) or any other measurable attributes (e.g., individuals of a marginalized group might profit
more from receiving a loan than individuals of a group that is better-off in many aspects of life). To keep this example
simple, we will base the assessment of the utility on the decision 𝐷 and the individual’s repayment ability 𝑌 . We then
have to assign utility values to all combinations of the attribute that we think the utility depends on. In our case, 𝐷 and
𝑌 are binary variables, so there are four combinations that we can assign utilities to. As it is difficult to quantify how
much benefit or harm an individual derives in these situations, we will simplify this analysis to assign a value between
-10 and +10.

𝐷 = 1 and 𝑌 = 1. This asks for the utility of an individual who is granted a loan and repays it. Clearly, the individual
derives a benefit from this: They receive the loan they applied for and can use it as planned. We therefore assign the
maximum utility of +10.

𝐷 = 1 and 𝑌 = 0. This asks for the utility of an individual who is granted a loan and defaults. As stated above, the
individual derives a harm from this: They receive the loan they applied for, but end up in debt as they cannot repay it.
We assign a utility of -5.

𝐷 = 0 and 𝑌 = 1. This asks for the utility of an individual who is not granted a loan even though they would
have been able to repay it. Their situation does not change much compared to their current situation. They have to
invest additional time to apply for another loan, but assuming that there are other banks who will approve their loan
application, this is only a small harm. We therefore assign a utility of -1.

𝐷 = 0 and 𝑌 = 0. This asks for the utility of an individual who is not granted a loan and would not have been able to
repay it. Their situation does not change much compared to their current situation and given that they would not be
able to repay their loan, they do not miss an opportunity by not being granted the loan. We therefore consider this
combination to be neutral and assign a utility of 0.

5.3 Relevant positions

We now have to define the relevant positions to compare.
8
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For this, we have to identify the claim differentiator, i.e., answer the question "What makes it the case that certain
individual types (classes of people) have roughly the same claims to utility?" In our example, we can say that people
who can repay their loan deserve more utility than people who cannot repay their loan. While those who cannot repay
their loan do not deserve to be punished (i.e., they should not receive a negative utility), they do not have a moral claim
to profiting from the decisions. Therefore, we will compare the utility of people who repay their loan (𝑌 = 1) and who
thus have an equal moral claim to utility.

Next, let us turn to the sources of inequalities, so to the question "What are the most likely sources of inequality?" To
answer this question, we use the framework of different spaces described in Section 4. In our example, we are limited to
the variables in our dataset. We assume that groups defined by the sex attribute8 have unjustly unequal chances in life
(e.g., because women are less likely to be considered for promotions and are more likely to be the main care-taker of
their children), leading to different repayment abilities. We therefore suppose that we are dealing with sex as a cause of
inequality in the transition from the potential space to the construct space (unjust life’s bias).

It follows that the relevant social positions are: people who repay their loans (𝑌 = 1) who differ in their sex. We
therefore demand equality in the expected utility of women and men who are able to repay their loan.

5.4 Relation to inequality

Inequalities in the utilities of men and women might be seen as an indicator of unfairness. However, enforcing equality
can come at a cost to the already disadvantaged group [30]. Instead of enforcing equality, we can instead try to maximize
the utility of the worst-off group. This is what we will aim for in our example. Though, it should be noted that reasonable
individuals can disagree about what level of inequality can be tolerated. When we compare different decision rules, we
can analyze how well they do with respect to our declared fairness goal ("maximize the utility of the worst-off group").
For this, we calculate the expected utilities of all groups for each decision rule and compare the lowest expected utility.

5.5 Trade-off decision

Through the previous steps, we arrive at our definition of a fairness score, which can help us to evaluate the fairness of
a decision rule.9 While we cannot say that a system that scores high in the defined metric is fair beyond this rather
narrow definition, we can take low scores as warning signs of unfairness as this means that the utility of the worst-off
group is low. In order to see the conflict between fairness and the utility of the decision maker, we plot the decision
maker’s utility against the fairness score for various decision rules [32].

However, the options are fairly limited if there is only one threshold that applies to every individual. It is easier to,
e.g., equalize the expected utility between women and men if the thresholds are allowed to be different for the groups.
In this case, every group has their own threshold, so if, e.g., a woman applies for a loan, her score 𝑝 has to be above the
threshold specified for women. This is what we call group-specific thresholds. We will evaluate many such group-specific
thresholds with respect to the utility of the decision maker and the fairness score they produce.

For this, we test 𝑛 thresholds for both women and men and combine them in every possible way. We then plot the
Pareto front (blue line) of the resulting 𝑛2 threshold combinations as seen in Figure 1.10 The Pareto front allows us
to compare optimal threshold combinations, i.e., decision rules for which an improvement for one dimension is only
possible if the other dimension is worsened. How fair we want to be (i.e., which point on the Pareto front is most
8Even though sex is not binary, it is represented as a binary variable in this dataset.
9The mathematical side of how exactly to derive a fairness score from these fairness components is described in full detail in [3].
10In principle, the number of thresholds that can be used for each group is infinite. In practice, we may plot the Pareto front for a very large number of
thresholds combinations. Here, we used 101 thresholds for each group, resulting in 10 201 threshold combinations.
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desirable), is a question of values (assuming that fairness conflicts with the goals of the decision maker): It represents the
fifth value-laden choice of our framework. Figure 1 helps us with this choice by making the trade-off more explicit.

As a start, we can look at the two extreme points: the one that maximizes the utility of the decision maker (point (0))
and the one that maximizes the fairness score (point (10)). As can be seen in Figure 2, maximizing the utility of the
decision maker results in a low utility for women (𝐴 = 0). Compared to that, the utility of women is at its maximum for
the highest fairness score.

Fig. 1. The Pareto front where the small, gray points are Pareto-dominated by the larger, colored points.

Figures 1 and 2 also show the other points on the Pareto front and the corresponding utilities for women and men.
As we can see, some points on the Pareto front would lead to a negative expected utility for the decision maker (points
below the red line in Figure 1). Clearly, the bank would not choose such decision rules as they would sooner or later go
out of business. Among the other points, one could argue that point (6) represents a good trade-off: It achieves a high
fairness score with a high expected utility for both men and women while still being profitable for the bank. From this
point on, one has to sacrifice a lot of the fairness score in order to gain a little in the utility of the decision maker (points
(4) and (5)), so one could argue that this gain in the utility of the decision maker is too costly in terms of fairness. For
similar reasons, point (3) appears to be another justifiable choice.

It is important to note that reasonable people can disagree about the values we specified in this example. From the
assessment of utility (for the decision maker and decision subjects), to the choice of relevant positions and a pattern

10
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Fig. 2. The utilities of women and men resulting from the decision rules on the Pareto front.

of justice, to the choice of a trade-off: These are all value-laden choices. The goal of our framework is to make these
value-laden choices explicit and to find decision rules that align with these values.

6 DISCUSSION

Recall that the design of a prediction-based decision-making system requires us to explicate our moral values. In this
paper, we proposed a framework for eliciting these moral values in five steps. These five steps ask decision makers and
decision subjects to clarify their normative preferences: They have to specify how to assess the utility of the decision
makers and of the decision subjects, the relevant positions, the relation to inequality, and to what degree fairness should
be enforced if it is in conflict with the decision maker’s utility. Previous attempts to guide stakeholders in choosing
appropriate fairness metrics have taken on the form of explicit rules, such as in [36, 46]. Such rules, however, assume
a limited set of fairness definitions between which stakeholders can choose. What we provide is instead a method
of constructing ad-hoc fairness metrics that reflect the values decided on by the stakeholders. This addresses some
limitations of the issues that come with choosing between a narrow set of fairness definitions: Choosing maximin as
one’s preferred pattern of justice, for example, allows for inequalities if they profit the worst-off group. Moreover, the
utility can be defined for each group independently and can depend on every variable we have data on.

So what does this mean in practice? As we have seen, fairness metrics implement values. Thus, in practice, it makes
sense to first specify one’s answers to the five value choices we presented in our framework. Then, one can use the
corresponding metric for evaluating and improving the model.11 We can choose a decision rule that aligns with our

11Note that this is a simplification: The metric used to evaluate the fairness of a model might be different from the metric we enforce. We can use metrics
as indicators of unfairness, but due to in-group differences, enforcing this same metric might lead to within-group unfairness. Therefore, it might make
sense to choose different metrics for these two purposes.
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values using a Pareto front, which compares the decision maker’s utility and fairness of different Pareto-optimal decision
rules.

6.1 Limitations

In this paper, we only consider (group-specific) thresholds and thereby limit the different types of decision rules one
could possibly evaluate. However, there are also other types of decision rules that might be relevant to maximize the
decision maker utility while at the same time considering group fairness: For example, Baumann et al. [8] show that
(depending on the groups’ score distributions and the decision maker’s utility function) it can be optimal for the decision
maker to apply an upper-bound threshold for one of the groups (i.e., miss out on the most promising individuals of one
group in order to select the best individuals in all other groups) if satisfying the group fairness metrics predictive parity
or FOR parity is a strict requirement. In addition to this, it has been shown that randomized thresholds are optimal
to satisfy more than one group fairness metric at the same time (Hardt et al. [24] show that this is the case for the
metrics equality of opportunity and FPR parity — which is called equalized odds or separation — and Baumann et al.
[8] show that this is the case for the metrics predictive parity and FOR parity — which amounts to sufficiency).12 Our
approach can easily be extended with these (or other) types of decision rules. Instead of other decision rules, we could
also consider other types of bias mitigation techniques such as pre-processing or in-processing.13 This would lead to
additional points in the Pareto plot, which could also be evaluated in terms of the two dimensions considered (the
perspectives of the decision maker and the affected individuals). Note that we do not claim that our threshold-based
Pareto front leads to the best possible trade-off between the two dimensions. It is possible that, e.g., training a new
model with a fairness constraint leads to a better trade-off. The threshold-based Pareto front is merely meant to support
the discussion about the values embedded in the trade-off choice.

Our approach also seems to assume that the goal of the decision maker is necessarily in conflict with fairness. Cooper
and Abrams [15] warn against this framing of trade-offs between the two perspectives.14 They argue that this framing
does not consider the possibility that fairness and decision maker utility can sometimes go hand in hand. Therefore, we
want to highlight that depending on what values are expressed in the utility function of the decision maker and the
fairness score, their optimization can actually be mutually beneficial. In that case, the Pareto front might just consist of
a single decision rule.

While the approach we presented is very flexible, this flexibility comes with its own limitations: It is difficult to
find a utility function that one thinks sufficiently represents the complexity of the decision-making process and its
consequences. Moreover, quantifying values such as well-being or freedom is obviously difficult [49]. The same goes
for relevant positions and choosing a pattern of justice: Precisely because reasonable people can disagree about which
choices are most appropriate, it is difficult to choose just one.

This is perhaps why current group fairness metrics are so tempting: They do not require us to think of a complicated
utility function. However, we must not delude ourselves: Not specifying a utility function does not mean that we remain
agnostic about what an appropriate utility function is — we simply choose it indirectly. We argue that it is preferable to
make these value-laden choices explicit in the design process. Indeed, current group fairness metrics may work well as
simplifications of more complex utility functions. Nonetheless, it is important to recognize the values embedded in
these metrics.

12See Verma and Rubin [51] and Barocas et al. [7] for a detailed explanation of the mentioned group fairness metrics.
13We point to Pessach and Shmueli [43] for an overview of different bias mitigation techniques.
14They specifically consider accuracy as the decision maker’s goal, but their argument extends to a more general goal of maximum utility.
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Finally, while our framework is compatible with many theories of distributive justice, it is not compatible with
theories that do not follow the patterns of justice described in Section 4. This is, for example, the case for Nozick’s
entitlement theory [41].

6.2 Future work

This paper describes an approach that is already oriented towards practitioners. However, more work will be required to
truly use this approach in practice. Decision makers and decision subjects are unlikely to exhaust all degrees of freedom
of our framework (e.g., very complex utility functions and advanced patterns of justice). Rather, such details might
deter first-time users from using this framework at all. It is therefore important to distill the fundamental elements
of this framework and simplify it enough to make it easily usable while still keeping it flexible enough to allow for
more complex scenarios. We are currently working on a web application that will allow decision makers and decision
subjects to apply a simplified version of this framework to their own example. For this, we will have to find out how
many and which patterns of justice users find helpful and how complex they want the utility function to be. This will
have to be tested in practice.
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