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ABSTRACT

Recent advances in diffusion models achieved the highest perceptual quality.
However, previous studies have shown that there is an inverse correlation be-
tween the perceptual quality and data-likelihood, as the data-likelihood is more
influenced by low-level noise and the perceptual quality is more reliant on the
high-level noise in diffusion models. Consequently, there exists a trade-off be-
tween the sample-quality and data-likelihood, and usually, models are trained to
enhance one of those. In this paper, we present a simple-yet-novel method to
alleviate this trade-off by fusing two different pre-trained diffusion models as a
Mixture-of-Experts approach. For high noise levels, we use an expert model on
perceptual quality, and for the low noise level, we leverage an expert model on
data-likelihood. In experiments, our merged model achieves the best of both base
models: comparable or better likelihood value compared to its expert likelihood
component while almost reaching the perceptual quality of its expert on image
quality.

1 INTRODUCTION

Generative models are a class of probabilistic Machine learning where they learn to approximate the
underlying probability distribution of a dataset, allowing them to create new images that resemble
the original data (Bartosh et al.; 2023)). Diffusion models (DMs) are a subclass of these models that
match a data distribution by learning a reverse process to undo a noising forward process (Sohl-
Dickstein et al., 2015; Ho et al., [2020; [Nichol & Dhariwall [2021). They have recently become state-
of-the-art in Image-generation tasks (Dhariwal & Nichol, |2021} [Tang et al.| 2024; |Kim et al.,|2024),
in density estimation (Kingma et al.l 2021}, and exhibit superior performance on text-to-image and
text-to-video generation (Esser et al.,2024; [Polyak et al., [2024)).

For images, density estimation (likelihood) and image quality seem to often be quite independent
in practice (Theis et al, |2015), i.e, good performance with respect to one criterion therefore need
not imply good performance with respect to the other criteria. More specifically, Kim et al.| (2021}
stated empirical results from previous studies show an inverse correlation between likelihood and
sample generation performances; so a model with a focus on Negative Log-Likelihood (NLL), such
as (Kingma et al. [2021)), uses likelihood weighting for training, while a model with a focus on
sample generation quality, Frechet Inception Distance (FID), such as (Kingma & Gaol,[2024; Nichol
& Dhariwal, 202 1)) use a different weighting for training. Nevertheless, such models have a trade-off
between NLL and FID; models with the emphasis on FID perform poorly on NLL and vice versa.

In this paper, we are overcoming this NLL-FID trade-off, i.e., by designing a model that can both
generate good image quality while having good data-likelihood. Outlining the core concept of our
idea, we proposed to merge two diffusion models; one is an expert on good image-quality generation,
and the other is an expert on good data-likelihood. For the high-level noise, use an expert on good
image-quality model (EDM, [Karras et al.|2022), while for the low-level noise, use an expert on
data-likelihood (VDM, [Kingma et al|[2021); see Fig. [l| If we start from the noise using a good
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Figure 1: Diagram of our proposed merged model where at time = 0.5 we switch between
denoisers. Note that the likelihood model is only used for almost imperceptible noise levels. This
significantly improves the likelihood, which is sensitive to low-level color statistics, while leaving
the FID unaffected.

image-quality model, after some steps, we will have a good quality image, then we switch to a good
likelihood model and while keeping a good-quality image, we are trying to get a good-likelihood
in the rest of the steps. Intuitively, likelihood is, in practice, very sensitive to low-level details, i.e.,
when we are in the low-level noise time steps (Zheng et al., [2023bj Kim et al 2021). By choosing
the exact step to switch, we could almost get the best value on both metrics.

In Section [2] we discuss the necessary background, viewing why this trade-off happens, and in
Section[3] we show the related works that addressed it. In Sectiond] we propose our method in detail,
including how the sampling and likelihood evaluation change. Section [5] contains the experiments
and results we obtained. In Sections[6land[7, we mention the limitations of our method and conclude.

2 BACKGROUND

2.1 DIFFUSION MODELS

Diffusion models (Kingma et al.l |2021; Ho et al., 2020; [Sohl-Dickstein et al.l [2015) are a type of
generative models that consist of two processes. Starting with a D-dimensional random variable
x(images), we define the Forward Process with noisy latent variables z,;, where ¢ runs from ¢t =
O(least noisy) to ¢ = 1(most noisy), satisfies the transition kernel ¢ (zt | x) = N (z; ux, 071),
where a4, 0y € R+ are smooth scalar-valued functlons of t, named noise schedule parameters. We
assume that signal-to-noise ratio SNR(t) = «a?/o? is strictly monotonically decreasmg wrt. t.
The transition can be easily applied by z; = a;x + or€,€ ~ N(0,I), where z; is approximately
a pure Gaussian. By discretizing of time range (0, 1) into 7" > 0 timesteps of width %, we define
t(i) = % and s(i) = =} and we use z, to denote the subset of variables associated with these
timesteps. The reverse process (generative) is defined as p (zs | z;) = q(zs | zt,x = Xg(2¢, 1)),
which is parameterized by a denoising Neural Network that predicts = from its noisy version z;.
In practice, we parameterize the Network as a noise-prediction model, in which we optimize the
parameters towards the Variational Lower Bound (VLB) of the marginal likelihood, defined as:

—logp(x) < —=VLB(x) = DkL(q(21 | X)[[p(21) + Eq(a,1x) [~ log p(x | 20)] + Lr(x)
Prior loss Reconstruction loss Diffusion loss
T (1)
Lr(x) = ZEZt(i)Nq(zt(i)lx)DKL [(zs() | Zeiy> %) [Po (Zsi) | Ze3))]
i=1
Kingma et al.| (2021) proved that in the continuous case (I' — o0), the L (x) simplifies fur-
ther to a noise-prediction loss Eq. [2), where in the variance-preserving diffusion we have a; =

V/sigmoid(—~;), oy = +/sigmoid(y;), and z; = ayx + oy€.

1 dye
Loo(x) = §E5~N(0,I),t~1/{(0,1) [ 7t “|le — éq (z45t )||§ , 7t = —log(SNRy) 2
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The continuous case can be equivalently defined as a linear stochastic differential equation
(SDE) (Song et al., 20200} |Lu et al.| [2022)), with the following Forward Process:

dz; = f(t)z, dt + g(t)dwe, 2o ~ q (2o | ), 3)
where w; € R is the standard Wiener process, and f(¢) and g*(t) are defined as:

_dlogay

7 _d;tf_leogatOQ'
dt

f(t) 90 = — 2O “)

Sampling can be achieved through the Backward Process by solving the Diffusion SDE from time
t = 1tot = 0in terms of noise-prediction model:

g2 (t)

dZt = f(t)zt +
Ot

€o (2, 1)| dt + g(t)dw;, 21 ~ N (0,5°T) (5)

Song et al.[(2020b)) proved that for all diffusion processes, there exists a corresponding deterministic
. . . . .. t=1

process whose trajectories share the same marginal probability densities {p; },_, named as proba-

bility flow ODE, which can be used for sampling similar to Diffusion SDE. When parameterized by

a noise-prediction model, Diffusion ODE satisfies:

2
—= =hg (24, 1) := f(t)z¢ + gz—ét)eg (z¢,t), 21 ~N(0,6°1) (6)
t

The above formula allows us to compute the exact likelihood on any input data via the instantaneous
change of variables formula as proposed in (Chen et al.,[2018]). Following|Sahoo et al.| (2023);|Song
et al.| (2020b); [Zheng et al.| (2023b), the log-likelihood of pg(zp) can be computed using Eq. ,
where we are integrating the divergence of the drift function:

t=1

log po (20) = log po (1) — / tr (Vo ho (20,1)) dt )
t=0

2.2 HOW DO DIFFERENT WEIGHTINGS OF LOSS AFFECT THE FID-NLL?

In this section, we briefly include a previous study that shows how the different weighting of the loss
function can influence the likelihood and image quality. VDM++ (Kingma & Gao, [2024) proved
how various diffusion model objectives in the literature can be understood as a special case of a
weighted loss (Kingma et all, 2021) in Eq. (§), with different choices of weighting. Using the
uniform weighting, w(~;) = 1, that corresponds to ELBO objective Eq. and results in a good
data-likelihood model, while setting the weighting term w(~y;) = d¢/d~;, produces good sample-
quality outputs like L gjmpie in IDDPM (Nichol & Dhariwal, [2021).

1 dyy

9 «
Ly(x) = §Et~u(o,1),e~N(0,I) w(ye) - a €0 (z¢;7:) — €||§ ;Y= —log(SNR;) (8)

3 RELATED WORKS

In this section, we discuss how the previous works in the literature can be relevant to ours. To do so,
we try to categorize them based on which one of the objectives (sample-quality or data-likelihood),
they are mainly optimizing in their methods. They could also optimize both. Lastly, we mention
some of the available methods that could be related due to leveraging Mixture-of-Experts.

Likelihood experts. Some methods like VDM (Kingma et al.,2021)) and ScoreFlow (Song et al.,
2021) directly optimize (a bound to) the log-likelihood. i-DODE (Zheng et al., 2023b) proposed
velocity-prediction and a better method for likelihood estimation. [Sahoo et al.|(2023)); Nielsen et al.
(2023)); Bartosh et al.| (2024) proposed a learnable forward diffusion model, while we focus on the
fixed linear DMs in this study.
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Sample quality experts. There more papers which focused on quality of image generation; some
by introducing better or faster samplers (Song et al., [2020azb; [Lu et al., 2022} Zheng et al., |[2023a;
Zhao et al.| 2024; [Karras et al., 2022} [Zhou et al., |2024), by applying techniques, e.g. mitigating
exposure bias (Ning et al.,2023), introducing a monotonic weighting function, or special weighting
term (Kingma & Gao, [2024; Ho et al.l |2020). GMEM (Tang et al., [2024) uses an external memory
bank, which enhances quality and efficiency when used with a transformer that achieves SOTA
FID on CIFAR-10, and PaGoDA (Kim et al., [2024), a distillation-based method, is SOTA FID on
ImageNet32, to best of our knowledge. In our study, we focused on UNet-based DMs with simpler
objective functions like noise-prediction and excluded distillation methods.

Expert on both metrics. |Kim et al.[(2021)) propose a method for training DMs to have a good per-
formance on both metrics (Soft-Truncation). While they have an aligned purpose with ours, the dif-
ference is that our method can leverage pre-trained models without any further training. CTM (Kim
et al.| 2023)) uses multiple loss terms, including an additional GAN loss, along with data augmenta-
tion to achieve good results on both metrics, but we handle this trade-off from another perspective,
by fusing models with simpler objective functions, i.e., noise-prediction €g(2+; 7 ), image-prediction
Xo(Zt; Vt)-

Mixture-of-Experts. These technique was incorporated into DMs for zero-shot text-to-image syn-
thesis (Balaji et al.| |2022; Feng et al.,|2023) and controllable generation (Bar-Tal et al.| 2023)). Re-
cently, MDM (Kang et al.| [2024) proposed a Mixture-of-Expert approach in which each expert is
trained on its designated time interval. However, each expert has the same architecture as others, and
the focus is on boosting training efficiency and sample-quality. To the best of our knowledge, we
are the first to propose using multiple experts to alleviate the sample quality-likelihood imbalance.

4 MODEL FUSION

In this section, we explain our method based on v; = — log(SN R;) (Kingma et al., [2021). As pre-
viously mentioned, the Signal-to-Noise ratio decreases as we go from the data distribution towards
the noise. However, the 7, is a monotonic increasing function, so the values close to data distribution
are smaller than the values closer to noise. We proposed to merge two different diffusion models,
in which each of them is good at one of the image-quality, measured by FID (Heusel et al.,|2017),
or data-likelihood, measured by bits/dimension(BPD) as follows. For the high ; region (high-level
noise), we use an expert model on good image-quality, and for the low ~; region (low-level noise),
we use the an expert model on good-likelihood(see Fig. [T). This is because the good-likelihood
comes from emphasizing on small time steps, while good image-quality comes from emphasizing
on large time steps (Zheng et al., 2023b; |Kim et al., 2021).

In this paper, we leverage EDM (Karras et al.,2022) model as an expert on good sample quality for
the high noise (time step interval 75), and VDM (Kingma et al., |2021) model as an expert on good
data-likelihood for the low noise region (time step interval 7;). Given a threshold time step 1 on
the overlapping +y range of 71 N 72, our merged model fq(;) (2¢,v:) shown in Fig.|I} as a denoising
auto-encoder, can be denoted as follow:

_ [Ovpu, t<m,
o) = {GEDMa t>n ®

4.1 SAMPLING

Starting from a noise sample, we denoise the image using the EDM model until we reach the time
step threshold 7, and for the rest of the steps, we use VDM model until we get clean images. The
Algorithms [TH2] demonstrate the steps, and are modified version of samplers from [Zheng et al.
(2023b)) and |[Kingma et al.|(2021]), respectively. The last step in both algorithms is the reconstruction
term (Kingma et al., [2021)) in that we get back to the data space.
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Algorithm 1 Sampling with PF-ODE Algorithm 2 Ancestral Sampling

1: procedure ODE SAMPLER WITH AN ADAPTIVE STEP
SIZE

1: procedure VDM ANCESTRAL
2 Input: Threshold € (0,1]; T}
2:  Input: Threshold n € (0,1]; Smallest time step 3 Initial zr ~ N (0,071p)
Ymin; Largest time step Ymaaz; 4 for t=T...1do

zr ~ N (0,071p) 5: if t/T < 7 then

6:

7

8

3:
4: Compute intermediate time step using the fixed linear Zi—1 < Ovpum (24, 7t)
noise schedule else if t/T > 7 then
Vi = Ymin + N * (Ymaz — Ymin) : Zi—1 < Orpn (Ze,7t)
5: zn < PF-ODEepym (Ymax, Yo, 2T) 9: end if
6: zo < PF-ODEvpur (v, Ymin, 2Zn) 10: end for
7: x ~ p(x | zo) 11: x ~ p(x | zo)
8: end procedure 12: end procedure

4.2 LIKELIHOOD EVALUATION

We considered two methods for evaluating the likelihood of the model on the datasets. One method
is the variational lower bound of likelihood (VLB) (Kingma et al.,2021)), and the other is computing
the exact likelihood value (Zheng et al.,|2023b; [Song et al., [2020b; 2021; Sahoo et al., |2023).

Variational Lower Bound (VLB) The VLB consists of three terms as shown in Eq. (I)). For computing
the likelihood using this method in our case, we do the following. The Prior loss and Reconstruction
loss can be computed regardless of models based on the ~ value, and only the Diffusion loss is
different. Given a batch of images, we calculated the Diffusion loss Eq. (2), using v p s if the time
step of noisy image z;, denoted as ¢, is less than equal the threshold 7, and @ g p s if the time step is
greater the threshold 7). Please refer to equation 9}

Exact likelihood computation with Probability-flow ODE For an alternative method of evaluation,
we use the PF-ODE based on ~ Eq. (I0). In our merged model Eq. (9), we have two separate PF-
ODE:s, one for each of the models. Starting from the almost clean data zy, we integrate from the
initial time step Yy, until the threshold time step 7y, using PF-ODEy p s, and for the rest from
time step -y, until time step ;a2 We use PF-ODEgpyy.

5 EXPERIMENTS

In this section, we compare our results with state-of-the-art models on both generated image-quality
and data-likelihood.

5.1 EXPERIMENTAL SETUP

Datasets. We evaluate our proposed model on the test set of CIFAR-10 |[Krizhevsky & Hinton
(2009) and ImageNet32 (Deng et al., [2009) datasets. While there are two version of ImageNet32
in the literature, we used the old version, for all of our experiments (marked with asterisk * when
we compare to other methods), to be consistent with the previous methods. For CIFAR-10, we had
the training details to reproduce the results. However, for ImageNet32, due to time limits, we did
not optimize the hyperparameters, and we have sub-optimal base models. The focus of our study is
CIFAR-10, and the ImageNet32 results are to check if there exist similar trends.

Metrics and evaluation setup. For the sample-quality we used Fréchet Inception Distance
(FID) (Heusel et al., 2017) metric and compared 50k generated images with reference statistics
for the datasets following scripts from (Karras et al., [2022), while for the data-likelihood under the
models, we used bits/dimension (BPD). As the exact likelihood computation shows us better re-
sults than VLB, we consider that for our main experiments. For the VLB evaluation, please refer to
Table5]in Appendix

Baselines. We used the base models that we merged (VDM and EDM) as baselines since we
wanted to show our merged model works better than each one of the base models separately. They
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Table 1: Likelihood (ODE) in bits/dimension (BPD) on the test set of CIFAR-10 and ImageNet32

Threshold
0.0475 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 VDM
CIFAR10 NLL 3.09 286 273 265 262 262 262 263 263 263 2.64

NFE 210 210 213 217 233 238 235 234 234 248 244

ImageNet32 NLL 3.96 382 378 3.5 373 372 372 372 372 372 3.72
NFE 174 177 179 174 169 169 186 196 207 214 205

Table 2: Image Quality in FID@50k on CIFAR-10 and ImageNet32 datasets using VDM Ancestral
and ODE samplers. We wrote them in abbreviation to save some space.

Threshold
0.0475 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 VDM
CIFAR10 VDM 2.88 292 291 289 289 298  3.66 5.6 7.62 893 9.19
ODE 2.85 284 284 284 286 296 345 492 7.02 8.68 9.37
NFE 127 131 137 143 149 159 177 192 211 223 206

ImageNet32 VDM 8.30 830 825 815 795 759 741 807 936 981 9.89

ODE 8.80 880 879 874 862 839 806 816 895 9.63 9.85
NFE 124 129 130 136 141 147 153 171 175 180 158

are evaluated on their whole defined noise ranges. We also compared our method with some of the
related methods mentioned in Table [3] Please refer to Table [6] in the Appendix for other related
methods.

In our experiments, we focused on the Variance-Preserving(VP) diffusion model settings, where
0?2 = sigmoid(y;),a? = 1 — o2, which operates on the pixel space, so the distillation methods
and latent space models are excluded. For our experiments, we re-implemented the PyTorch version
of Truncated-Normal dequantization and ODE sampler in the code repository ['| of the i-DODE
paper (Zheng et al., 2023b), which is based on time step variable y in Eq. (I0). Please refer to

Appendix for our derivation.

The VDM model with the time step interval 7 is defined on ~ypy € [—13.3,5],
while the EDM model time step interval 7o is defined on vgpy € [—12.43,8.764].
We considered the Yaserged € [—13.3,5] and selected the time step threshold 7 on the
{4.75%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%} of this mentioned range. The first
threshold value corresponds to the v = —12.43, which is the smallest time step on the overlap-
ping ~y ranges. Additionally, = 1.0 is the same as VDM baseline. Please refer to Appendix
for implementation details.

5.2 RESULTS
5.2.1 EFFECT OF USING DIFFERENT TIME THRESHOLD 7

We evaluated our proposed technique using different time step thresholds 7, and reported NLL
in terms of BPD with Truncated-Normal dequantization without importance weighted estimator
(K = 1) in Table [I] Furthermore, using the same settings, we reported FID for unconditional
generation, along with the number of function evaluations (NFE) for image generation in Table
We used 256 steps for generating images using VDM Ancestral. For the ImageNet plots, refer to

Appendix [C]

Fig. [2]illustrates the performance of our developed framework using different thresholds on all met-
rics. Examining the figure shows a clear trade-off between the Likelihood and Image-quality. Our
method gets the best value for Likelihood at time step threshold n = 0.4, and the best value for
Image-quality at = 0.2 for CIFAR-10 dataset. Interestingly, the likelihood at n = 0.4 is even
better than the VDM baseline, with a small 0.1 degradation in FID from EDM(2.86 instead of 2.85).
Please refer to Appendix |C|for the exact values of the likelihood evaluation using Uniform dequan-

'https://github.com/thu-ml/i-DODE
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EDM th=0.1 th=0.3 th=0.5 th=0.7 th=0.9
FID: 2.85 2.84 2.84 2.96 4.92 8.68
BPD: 3.207  2.864 2.650 2.619 2.628 2.633

Image Quality vs. Validation Likelihood (log-10 scale)

32 x10%{ —°- VDM ancestral —= VLB -~
—— ODE sampler — (TN)

3.1x 100

3x10°
6x10°

2.9x 100

Image Quality (FID)

2.8 x 100

Validation Likelihood (BPD)

4x10°

2.7 %100

3x10°

2.6 % 10°

T T T T T T
0.0 0.2 0.4 0.6 0.8 Lo
time threshold

Figure 2: Visualization of our merged model per- Figure 3: Qualitative results of our
formance using different time step thresholds . on merged model performance using differ-
CIFAR-10 ent time step thresholds 7).

tization and VLB. For the ImageNet32 dataset, n = 0.6 gives us the same likelihood as VDM but
with FID improvement. We reported the evaluations on both EDM and VDM on their defined v
range as other baselines. While these are the best, we would like to emphasize that it is also possible
to pick a single 7 that is almost the best on both metrics.

Fig.[B|shows the qualitative results of our proposed method on CIFAR-10 using ODE sampler. When
we use only the EDM model(left column) we have good sample quality but the likelihood is bad.
As we start to switch to VDM model, we keep the sample quality the same, but the likelihood
improves (see n = 0.1 or n = 0.3), and this exactly showcases the intuition behind our proposed
method. For larger thresholds, the sample quality drops, but the likelihood improves. Notably, even
though we used different base models for CIFAR-10, they generate the same samples given a fixed
noise, both individually and in our proposed method (see |[Kadkhodaie et al.| (2023)) regarding this
generalization).

5.2.2 COMPARING TO OTHER METHODS

In Table[3] we presented our results using Truncated-Normal dequantization and adaptive-step ODE
sampler, comparing them with other methods from the literature. We only compared the evaluation
of our method using exact likelihood computation and ODE sampler, as we believe they are better
for evaluation and give us better results.

Among the related methods, we surpassed Soft Truncation with the same focus on both metrics.
i-DODE used velocity-parameterization besides an error-bounded high-order Flow Matching objec-
tive to get better NLL values. CTM uses data augmentation along with multiple loss terms to achieve
their results, but we are handling this trade-off between metrics from another perspective by using
models with simple losses (i.e., noise-prediction, image-prediction, score-matching). Moreover, our
method does not use data augmentation for the VDM training, and we used the default settings for
EDM. NFDM, MuL AN, and DiffEnc use a more complicated learnable forwards process. While we
have fixed-linear forward process, we could get comparable results with DiffEnc and NFDM-OT.
GMEM, PaGoDa, and SiD are focused on FID and use either distillation method or transformer
architecture, while we focused on UNet architecture. We would like to point out that we are not
claiming state-of-the-art, though claiming that if we merge two DMs, one expert on image quality
and the other expert on data-likelihood, we will get better values for both metrics than if you use
each of them individually.
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Table 3: The comparison table for comparing our results with different models. By default, the
evaluation of NLL is by Truncated Normal Dequantization, otherwise marked with other signs;
Uniform Deq.t, Variational Deq.?, VLBY, Data Augmentation®., ImageNet32(old version)*.

Model CIFAR10 ImageNet32
NLL({) FID({) NFE NLL({) FID({) NFE

Main Baselines
VDM (Kingma et al.| [2021) 2.65Y 7.41 - 3725V -

EDM (w/ Heun Sampler) (Karras et al.| 2022) 1.97 35 -

Focused on both FID-NLL

Soft Truncation (Kim et al.|[2021) 3017 3.96 - 3.90*F 8.42"

CTM (W - randomflip) (Kim et al.}|2023) 2431 1.87 2 - -

Focused on FID

GMEM (Transformer-based) (Tang et al.|[2024) - 1.22 50 - - -
PaGoDA (distillation-based) (Kim et al.}[2024) - - - - 0.79 1
SiD (distillation-based) (Zhou et al.|[2024) - 1.923 1 - - -
Focused on NLL

i-DODE (VP) (Zheng et al.}|2023b) 2.57 10.74 126 3.43/3.70* 9.09 152
i-DODE (VP, W) (Zheng et al.;[2023b) 242 3.76 215 - - -
Flow Matching (Lipman et al.} 2022) 2.99% 6.35 142 3.53% 5.02 122
DiffEnc (Nielsen et al.[|[2023) 2.62Y 11.1 - 3.46Y - -
NFDM (Gaussian q, & - horizontalflip) (Bartosh et al.| 2024) 2491 21.88 12 3.36 24.74 12
NFDM-OT(W - horizontalflip) (Bartosh et al., [2024) 2.621 5.20 12 3.45 4.11 12
MuLAN (w/o importance sampling k=TI) (Sahoo et al.,|2023) 2.59 - - 3.71 - -
Ours

VDM (our evaluation, v €[-13.3, 5]) (Kingma et al.}2021) 2.64/2.66" 9.38 206 3.72%/3.72*V 9.85* 158
EDM (our evaluation, v €[-12.43, 8.764]) (Karras et al.;[2022) 3.21 2.85 127 4.04* 7.38* 120
Ours NLL (n = 0.4, CIFAR10) 2.62 2.86 149 - - -
Ours FID (n = 0.2, CIFAR10) 2.73 2.84 137 - - -
Ours FID+NLL (7 = 0.6, ImageNet32) - - - 3.72* 8.06" 153

6 LIMITATIONS AND FUTURE WORKS

Our method is heavily reliant on the models we choose to merge. We only considered the fixed-
linear scheduled diffusion models with simple noise-prediction objective. Moreover, we did not
consider the models that use distillation or operate the latent space, as we focus on pixel-space only.
Additionally, we argue that the performance of our Merged Model for FID metrics would get much
better if better samplers, like Heun (Karras et al., |2022) or DPM-Solver-v3 (Zheng et al., [2023al),
could be incorporated. Additionally, to find a proper threshold to have both good image-quality and
good data-likelihood we need to do a search. We leave using different architectures and samplers
for future works.

7 CONCLUSION

In this work, we proposed a simple-yet-novel approach to addressing the trade-off between sample
quality and data likelihood in diffusion models. By leveraging a Mixture-of-Experts framework,
we merged two specialized models—one optimized for high-quality image generation and the other
for strong likelihood estimation. Our method allows for a seamless transition between these two
domains, ensuring that the generated samples maintain both high perceptual quality and favorable
likelihood values.

Through experiments on CIFAR-10 and ImageNet32, we demonstrated that our merged model ef-
fectively balances these two objectives. Our results show that by carefully selecting the time step
threshold for switching between models, we can achieve better likelihood values than the likelihood-
focused baseline while maintaining competitive image quality. Additionally, our approach offers
flexibility, as one could use two pre-trained models as base models.

While our method successfully mitigates the trade-off, certain limitations remain. The choice of ex-
pert models and the threshold for switching between them can influence performance. Additionally,
exploring more advanced sampling techniques and alternative architectures could further enhance
results. Ultimately, our work provides a promising direction for improving diffusion models by
balancing competing objectives without sacrificing performance in either domain.
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A APPENDIX

A.1 PROOFS AND DERIVATIONS
A.1.1 PROBABILITY-FLOW ODE

Here, we put the derivation of the PF-ODE in terms of vz = — log(SN R;):

dz 1 . ) 1
di’yz =3 - Sigmoid(y;) - z¢ + 50t €o(2¢,71) (10)

11



Published as a conference paper at ICLR 2025

Let us simplify *(t) in terms of \; := log (ov¢ /o) = — 3 from Eq. {&):

_ dlogay 2 do? dloga: ,
f(t) = ETanE g()—ﬁ ETR
do? dloga dlog o dlog oy dA¢
2y = 99 9 Lo? — g2 L = 207t 11
7= g a 0T\ T dt T (1

Please note that the above )\, is half-log(SNR) (Lu et al.l|2022), and is half of Aypm++ (Kingma &
Gaol 2024). Moreover, our model input is based on ~y;, and since there is a bijection between ¢ and
Vi, We can use €g(z, v;) instead of €g(z;, t). Here are the steps to go from PF-ODE Eq. @ in terms
of time step variable ¢ to time step variable ~:

dz 2(¢ -
7t - he (Zt7’7t) = f(t)zt + g2o<_ )69 (Zt7’yt)7 T ~ N (07021)
t

dt
Substituting equations f(t) and g?(t) the above equation yields:
dz 2(t
Ttt = f(t)ze + %@(Zt,%)
7dlogatz B d)\t6 (z )
= dt t Utidt 0\Zt, Vi

Using the Chain Rule g—,zy =dz. g—f/ and VP-formula o, = Sigmoid(—;)'/2, we can re-write the
equation above as:

dz 9°(t) dt
- = t R
d'7 |:f( )Zt + 20_t 69(Zt7’yt) d,y
_ dlogatz _0%6 (20.7) dt
- dt t tqr €@ )Vt dy
_dlogoztz _0%6 (20,7
- dy t t dy o\Zt, "Vt
dlog o 1
= di fzi + 50t €o(ze,vt)
= —— - log(Sigmoid(—))"/? - 2 + lUt - €0(zt,Vt)
d")/ 2 )
L4 og(Sigmoid(—1)) - 7 + Lo - eo(zr, 7e)
= ___ . _ gt o €n(z
2 dy os\>1E Tt t T 50t €o\Z, T
1 1 d 1
it Y Giemoid(—) - 1
2 Sigmoid(—;) dy igmoid(—) - z¢ + 57t €o(zt, 1)
L —1 S - 1
T2 Sigmoid(—y;) Sigmoid(—7;) - (1 — Sigmoid(—)) - 2 + 50t - €0(Z¢, V1)

1 . . 1
5 (1 — Sigmoid(—y;)) - z¢ + §Ut - €g(z¢,Vt)

1 . . 1
= 5 Sigmoid(v;) - z¢ + §Ut - €9(z¢,vt) = he (z¢,Vt)

The integration bounds in Eq. (7) would be [o, 1] with the above drift function.
71

log pe (z0) = log pe (21) — / tr (Va, b (20, 7)) dy (12)

Yo
A.1.2 DEQUANTIZATION

Real-world image datasets are usually based on discrete data X as 8-bit integers {0, 1, 2, ..., 255},
and it is common to normalize data into [-1, 1], represented by x (Zheng et al.,|2023b; Sahoo et al.,
2023)). Dequantization methods assume that we have trained a continuous model distribution pg for
x, and define the discrete model distribution as:

Pg(x):/[ ) 1]dpe(x—i—u)du (13)
U€|— 556,356
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where pe is Diffusion ODE defined at €. To train Pp(x) by maximum likelihood estimation, varia-
tional dequantization (Ho et al.} 2020; Zheng et al.,|2023b) introduces a dequantization distribution
¢(u|x) and jointly train p. and ¢(u|x) by a variational lower bound:

IOg P@ (X) > IEq(u\x) [logpe (X + 11) - Iqu (11 | X)} (14)

The term log pe(x + u) can be solved by instantanous change of variable (Chen et al., 2018)) (see
Eq. (12)).

Zheng et al.| (2023b) proposed Truncated-Normal Dequantization for better likelihood estimation
by testing pe on X = X + o€, where € follows the Truncated-normal distribution (a normal
distribution with mean 0, covariance I, and bounds [—%6, K}G] along each dimension):

. 1 1
GNTN <O,I,—256,256> (15)

The Eq. further simplifies to the equation below (detailed explanation in appendix (Zheng et al.,

2023b)), with u := Z—Zé € [ L } and error function Z := erf % :

11
"~ 256 256 2

. d T 1
log Po(x) > Eeornr(0,1,—r,r) [l0g e (xe)]+§ (1+ log (2m0?))+dlog Z_d\/ﬂz exp (_27—2
(16)

Using 7. = 13.3 leads to 7 & 3 and the truncated-normal distribution 7N (0, I, —7, 7) is almost the
same as the standard normal distribution A/(0,T) due to the 3-o principle, resulting in a negligible
training-evaluation gap. Similarly, for the first term log pe (X ), which basically same as log pe(zo),
we can use the Eq. (T2).

A.1.3 LIKELIHOOD COMPUTATION

Computing the trace of Jacobian of the drift function, tr(V,, hg(z¢,v;)) in Eq. (12), is expensive,
and in practice, it can be estimated by Skilling-Hutchinson trace estimator (Skilling} |1989; Hutchin-
son, [1989). We follow the previous studies (Zheng et al.| [2023bj |Chen et al. 2018} [Sahoo et al.,
2023)) to compute this term.

tr (Vg he (z4,1)) = Epe [eTVzthg (z¢,t) €]

where the random variable € satisfies IE;,(c)[e] = 0 and Cov,,()[e] = I. Common choices for p(e)
include Rademacher or Gaussian distributions. Notably, the term tr(V,, hg(z:,t))e can be com-
puted efficiently using “Jacobian-vector-product” computation in Deep Learning frameworks. We
use Rademacher distribution for computing p(€), and following the default setting in prior works|Sa-
hoo et al.| (2023); [Song et al.[| (2020b); |[Zheng et al.| (2023b), we use RK45 ODE solver (Dormand
& Princel [1980) with atol=1e-5 and rtol=1e-5 to compute the integral in Eq. (I2) using
scipy.integrate.solve_ivp.

B IMPLEMENTATION DETAILS

B.1 TRAINING DETAILS

CIFAR-10 Dataset We used the available checkpoint of EDM model for CIFAR-10 (Krizhevsky &
Hinton, |2009) dataset ’|in our experiments. We trained the PyTorch re-implementation of VDM E]
following the same architecture in (Kingma et al., 2021)), for 10 million updates with no data-
augmentation, fixed-linear v, and batch size of 128. Our trained VDM model reached 2.64 BPD
on test-set using exact likelihood and 2.66 based on VLB evaluation (their reported number was
2.65 based on VLB). We used EMA(Exponential Moving Average) version of the model for our
experiments.

ImageNet32 Dataset Studies use different versions of ImageNet32 dataset (Deng et al. 2009).
We pre-processed the tensorflow-records provided from i-DODE (Zheng et al., [2023b), and save

3https://nvlabs-fi-cdn.nvidia.com/edm/pretrained/edm-cifar10-32x32-uncond-vp.pkl
*https://github.com/addtt/variational-diffusion-models
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the dataset as PNG files in two frain and val folders. We trained the VDM model similar to the
Cifar-10 dataset, except with double the number of channels to 256 with a total batch size of 512,
following (Kingma et al., [2021). We trained it for 2 million steps (similar to them). Since there
were no checkpoints for EDM model on ImageNet32, we followed the same setting of CIFAR-10
on EDM repo with parameters ——cond 0 —-arch ddpmpp with the duration of 1000M images
—-—duration 1000. We did not tune hyperparameters, and the obtained model is sub-optimal.

For measuring the FID we followed EDM (Karras et al., [2022)) and computed the reference statistics
of ImageNet32 as .npz file, and used it for the FID calculation of our experiments. Similar to
CIFAR-10 experiments, we used EMA(Exponential Moving Average) version of the model for our
experiments.

B.2 MODEL DETAILS

The VDM (Kingma et al.,[2021)) is a noise-prediction model where z; = ay-x+0;-€, € ~ N(0,1),
while EDM (Karras et al.l 2022) is an image-denoising model where z; = X + 0egm - €, € ~
N(0,1). In order to make our Merged Model work, we have to apply correct mapping before going
from one model to another. Based on the above formula, the conversion of an image z, in latent
space of VDM needs the rescaling as defined here:

Z; =X +0p-€ (Divide by ay)
17
=2 _x 1+ % ¢ (Input format to EDM, 0ogm = -1) an
Qi Qi Qi
The python code we used for computing p(zs|z¢, x) in VDM ancestral sampling, which illustrates
this conversion (the number in the comment indicates the equation number in (Kingma et al., [2021)

paper):

def sample_p_s_t (model, z, t, s, threshold eta):
gamma_t = model.gamma (t)
gamma_s = model.gamma (s)
c = —expml (gamma_s — gamma_t) # eq 34

alpha_t = torch.sqgrt (torch.sigmoid (—gamma_t)) # eq 4
alpha_s = torch.sqgrt (torch.sigmoid (—gamma_s) )
sigma_t = torch.sqgrt (torch.sigmoid (gamma_t)) # eq 3
sigma_s = torch.sqgrt (torch.sigmoid (gamma_s))
# use VDM model
if t <= threshold_eta:
pred_noise = model.modell (z, gamma_t)
# use EDM model
else:
class_labels = None # unconditional
pred_img = model.model2 (z/alpha_t, sigma_t/alpha_t, class_labels)
pred_noise = (z - alpha_t x pred_img) / sigma_t
mean = alpha_s / alpha_t * (z - ¢ % sigma_t * pred_noise) # eq 32
scale = sigma_s » torch.sqgrt (c) # eq 33
return mean + scale x torch.randn_like(z) # eq 34

In EDM (Karras et al. [2022), we have t,,;, = 0.002, and end time %,,,, = 80.0. In terms of
2
v = —log SNR; = —log %, the EDM is trained on ygpas € [—12.43,8.764] based on Table

Aedm Oedm 2
tim | 1 0.002 | -12.43
tmaz 1 80 8.764

Table 4: Defined ~; values for EDM model
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C ADDITIONAL RESULTS AND VISUALIZATIONS

C.1 EXTRA EVALUATIONS OF OUR METHOD

Table 5] are the reported values for the likelihood evaluation of our Merged Model using the Vari-
ational Lower Bound (VLB). We used a batch size of 512 and ran each experiment 10 times, then
reported the mean and standard deviation of the results.

0.0475 . 311 Table 5: VLB evaluation in terms of
01- 32 .32 bpd on CIFAR-10 and ImageNet32
0z datasets
0.3 - 317 -3.1

- Threshold CIFAR10 ImageNet32
g s Mean()) Std Mean()) Std
© 0.5- 314 |
= 30 0.0475 312 0006 398  0.004
E 0.6 - 315 0.1 289 0005 384  0.002
o7 0.2 275 0008 379  0.003
2.9 0.3 267 0007 376  0.004
0.5 g 0.4 2.64 0005 374  0.004
09- 316 0.5 264 0008 373  0.003
2.8 0.6 265 0007 373 0.004
0 0.7 265 0008 373  0.005
-13.3 -12.3 -12.2 -12.1 -12.0 -11.9 -11.8 -11.7 -11.6 0.8 2.65 0.004 3.73 0.004
Starting gamma (v) 0.9 265 0008 373  0.001
1.0 265 0007 373  0.005
Figure 4: Evaluation with Uniform dequantization on
CIFAR-10
The evaluation using the Uniform dequantization is depicted in Fig. [ Follow-

ing (Zheng et al} [2023b), we tuned the lower bound of integral v, using different val-
ves {—13.3,-12.3,-12.2,-12.1,—12.0,—11.9, —11.8,—11.7, —11.6} while keeping the upper
bound of integral y; = 5. Using the g9 € {—12.0,—11.9} with the threshold time step n = 0.5
gives us the best results 2.75.

Additionally, the Varitaion Lower Bound (VLB) evaluation of our proposed method in the table Ta-
ble[5]along with FID using VDM Ancestral Algorithm[2)is depicted in Figures[5H6on a log-10 scale.
The ODE evaluation with Truncated-Normal dequantization and ODE sampler on ImageNet32 is
shown in Fig.[7]
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Image Quality vs. Validation Likelihood (log-10 scale) Image Quality vs. Validation Likelihood (log-10 scale)
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Figure 5: Model performance using VLB and Figure 6: Model performance using VLB and

VDM Ancestral on CIFAR-10. VDM Ancestral on Imagenet32
Image Quality vs. Validation Likelihood (log-10 scale)
4.05x 10°
—-- ode_sampler — DDE‘E;N)
4x10°
© 395100
@ 9x 10" 5
£ 39x10° i;
H I ]
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5 385x10° i B
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|
I
375x10%7
I

0.0 0.2 0.4 0.6 0.8 1.0
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Figure 7: Model performance using ODE(TN)
and ODE sampler on ImageNet32.

C.2 DATASETS AND VISUALIZATIONS

In this section, we illustrated, given a fixed seed, how the images look using different thresholds.
The samples with such setting for ImageNet32 dataset is given in Fig.[§]
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DM th=0.0475 th=0.1 th=0.2 th=0.8 th=0.9 th=

e e e o B R B
DY O e ey
SEST S ST T TS
Hﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂ

Figure 8: Visualization of generated images using different thresholds 7 on ImageNet32 dataset

C.3 FuLL COMPARISON TABLE

Table[6]is the extended version of Table[3] and it encompasses other methods in the literature.
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Table 6: The full comparison table for comparing our results with different models. By default,
the evaluation of NLL is by Truncated Normal Dequantization, otherwise marked with other signs;
Uniform Deq.", Variational Deq.?, VLBY, Data Augmentation®., ImageNet32(old version)*.

Model CIFAR10 ImageNet32

NLL(]) FID({) NFE NLL({) FID({) NFE
Main Baselines
VDM l 2021) 2.65Y 7.41 - 3.72*Y - -
EDM (w/ Heun Sampler) (Karras et al.| [2022) - 1.97 35 - - -

Focused on both FID-NLL

Soft Truncation 3.011 3.96 - 3.90*F 8.42% -
CTM (W - randomflip) (Kim et al. 243" 1.87 2 - - -
ScoreSDE (W - randomflip) 2,997 2.92 N y N .
LSGM (FID) (Vahdat et al| 343 2.10 - - - -
DDPM++ cont. (deep, sub-VP) (Song et al., 2020b) 2.99% 292 - - - -
Focused on FID
GMEM (Transformer-based) (Tang 2024 - 1.22 50 - - -
PaGoDA (distillation-based) ( - - - - 0.79 1
SiD (distillation-based) ( - 1.923 1 - - -
ScoreFlow (VP, FID) 3.04% 3.98 - 3.84*% 8.34" -
PNDM (Liu et al‘l - 3.26 - - - -
Focused on NLL
i-DODE (VP) (Zheng et al.;|2023b) 2.57 10.74 126 3.43/3.70* 9.09 152
i-DODE (VP, W) (Zh et aLI 2023b 242 3.76 215 - - -
Flow Matching (Lipman et al.| 2022 2.99% 6.35 142 3.53% 5.02 122
DiffEnc ( 2.62Y 11.1 - 3.46Y - -
NDM (& - horizontalflip) (Bartosh et al.| 270" - - 3.55 - -
NFDM (Gaussian q, & - horizontalflip) 2491 21.88 12 3.36 24.74 12
NFDM (non-Gaussian q, & - horizontalfli 248" - - 3.34 - -
262 5.20 12 345 4.11 12
2.81% 5.40 - 3.76** 10.18* -
2,997 10.27 - 3.487 8.49 -
2.59 - - 3.71 - -
g 2.55 - - 3.67 - -
Nichol & Dhariwall 021 2,04V a1 - ) ; )
2023) 2.68 272 - 3.74 - -
FFJORD 018) 34 - - - - -
Improved DDPM (Ly1y) (Nichol & Dhariwall 2021) 294" 11.47 - - - -
ARDM-Upscale 4(autoregressive) (Hoogeboom et al.| 2.64 - - - - -
Efficient-VDVAE (Hazami et al| 2022) 2.87Y - - 3.58 - -
DenseFlow-74-10 (Grcié et al.}[2021) 2.98% 34.90 - 3.63 - -
Ours
VDM (our evaluation, v €[-13.3, 5]) (Kingma et al} 2021) 2.64/2.66" 9.38 206 3.72%/372%Y  9.85* 158
EDM (our evaluation, -y €[-12.43, 8.764]) (Karras et al}| 2022) 321 285 127 4.04* 738 120
Ours NLL (n = 0.4, CIFAR10) 2.62 2.86 149 - - -
Ours FID (n = 0.2, CIFAR10) 2.73 2.84 137 - - -
Ours FID+NLL (7 = 0.6, ImageNet32) - - - 3.72* 8.06* 153
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