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ABSTRACT

We present a systematic evaluation of the robustness of ChatGPT (in both zero-
and few-shot settings) under input perturbations for Named Entity Recognition
(NER) task using automatic evaluation. Our findings suggest: (1) ChatGPT is
more brittle on Drug or Disease entity perturbations (rare entities) as compared
to those on widely known Person or Location entities, and (2) the quality of
explanations for the same entity considerably differ under various Entity-specific
and Context-specific perturbations; the quality significantly improves using in-
context learning.

1 INTRODUCTION

ChatGPT1 has attracted many users ever since its inception. However, its reliablility in the realistic
applications wherein entities or context words can be out of distribution of the training data is not
clear yet. While previous efforts(§B) have evaluated various aspects of ChatGPT in law (Choi et al.,
2023), ethics (Shen et al., 2023), education (Khalil & Er, 2023), verifiability (Liu et al., 2023) and
reasoning (Bang et al., 2023), we focus on robustness (Bengio et al., 2021) of its predictions and their
explanations to input perturbations for the fundamental task of Named Entity Recognition (NER).

2 METHODOLOGY AND EXPERIMENTAL SETUP

We thoroughly evaluate ChatGPT’s robustness ( §C and E) to input perturbations on its predictions
and their explanations in the zero- and few-shot scenario for NER task. We manually design
different zero-shot prompts and choose the ones with the maximum accuracy on the original inputs
(S). The prompts contain task instruction, candidate target labels, output format description, and
input text (see §D for used prompts). For few-shot experiments, we add 4 example (input, output)
pairs per entity type for both original and perturbed inputs. The output contains the correct prediction
and an explanation for it. Following Lin et al. (2021), we generate Entity-specific perturbations by
replacing target entities2 (i.e., perturbed entity, TE) with other entities (a) of the same type occurring
in other sentences (same entity type); (b) obtained by rotating the target entity string to obtain
natural-looking typos (typo); (c) obtained by using Wikidata API to link TE from its surface to
canonical form in Wikidata with a unique identifier (alias, and) (d) obtained by randomly generating
a string random string). Context-specific perturbations are generated by using pre-trained language
models (e.g., BERT Devlin et al. (2019)) to generate contextual verb substitutions. For a sentence
(S), we replace target entity by a perturbating entity TE1 to generate perturbed sentence (S1) ( Table 3
for examples). Entities other than target entity in a sentence are referred to as non-target entities.

Evaluation: We experiment with CONLL-20033 (Tjong Kim Sang & De Meulder, 2003) and
BC5CDR (Li et al., 2016) datasets. We automatically measure (1) the difference in the accuracy

˚https://ishani-mondal.github.io/
1https://openai.com/blog/chatgpt
2We perform perturbation of 1 target entity or verb at a time to generate S1 before for controlled evaluation.
3We only consider PERSON and LOCATION entity types for the ease of generating perturbations.
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Effect on Target Entity Effect on non-target Entities Overall Effect

∆ Accuracy Ó ∆ Faithfulness Similarity ∆ F1 Ó ∆ Faithfulness ∆ F1 Ó

B
C

5C
D

R
Alias Perturbation 0.16 / 0.03 0.10 / 0.05 0.69 / 0.81 -0.13 / 0.01 0.01 / 0.01 0.01 /0.01
Entity Type Perturbation 0.10 / 0.15 0.09 / 0.08 0.58 / 0.74 0.03 / 0.02 0.03 / 0.03 0.03 / 0.02
Typo Perturbation 0.30 / 0.13 0.21 / 0.15 0.63 / 0.76 0.01 / 0.01 0.01 / 0.01 0.04 / 0.03
Random Perturbation 0.38 / 0.20 0.27 / 0.15 0.49 / 0.79 0.02 / 0.01 0.01 / 0.01 0.08 / 0.06

Verb Substitution - - - 0.01 / 0.01 0.01 / 0.01 0.02 / 0.02

C
O

N
L

L

Alias Perturbation 0.06 / 0.03 0.03 / 0.02 0.77 / 0.78 0.01 / 0.01 0.03 / 0.03 0.03 / 0.03
Entity Type Perturbation 0.06 / 0.04 0.06 / 0.05 0.75 / 0.82 0.01 / 0.005 0.02 / 0.01 0.02 / 0.01
Typo Perturbation 0.54 / 0.33 0.46 / 0.24 0.37 / 0.46 0.03 / 0.02 0.01 / 0.01 0.05 / 0.04
Random Perturbation 0.23 / 0.11 0.15 / 0.09 0.60 / 0.64 0.02 / 0.02 0.02 / 0.02 0.07 / 0.07

Verb Substitution - - - 0.01 / 0.01 0.02 / 0.01 0.01 / 0.02

Table 1: Results for automatic evaluation (zero-shot/few-shot) of the predictions and explanations
per perturbation type for target, non-target, and all the entities for BC5CDR (top) and CONLL
(bottom).

Global vs Local Explanations (Zero-shot) Global vs Local Explanations (Few-shot)

GÒLÒ GÓLÒ GÒLÓ GÓLÓ GÒLÒ GÓLÒ GÒLÓ GÓLÓ

Alias 0.54/0.21 0.26/0.58 0.17/0.06 0.02/0.13 0.57/0.60 0.20/0.24 0.18/0.05 0.03/0.11
Same Entity Type 0.61/0.21 0.22/0.48 0.13/0.15 0.02/0.16 0.48/0.46 0.29/0.23 0.16/0.15 0.06/0.16
Typo 0.36/0.24 0.26/0.40 0.26/0.15 0.10/0.20 0.46/0.34 0.19/0.30 0.30/0.15 0.03/0.20
Random 0.39/0.11 0.43/0.63 0.17/0.15 0.00/0.10 0.46/0.60 0.15/0.20 0.19/0.20 0.19/0.11
Verb 0.24/0.22 0.48/0.56 0.24/0.07 0.02/0.13 0.48/0.56 0.28/0.22 0.20/0.07 0.02/0.13

Table 2: Shows change in type of explanations (BC5CDR/CONLL) due to predictions of common
entities before and after perturbation. Ò (Ó) indicate increase (decrease) after perturbation.

(against gold entity types) of predicting the target entity TE and perturbating entity TE1 (∆ Accu-
racy) to assess the robustness to input perturbations. For the non-target entities, we compute the
change in F1 score to assess the impact on their prediction because of target entity perturbation; (2)
the difference in faithfulness (∆ Faithfulness) of explanations to the input sentence (localness) by
measuring the cosine similarity between the explanation and the input sentence; (3) the cosine simi-
larity between the explanations generated for the target entity under perturbation; and (4) the change
in globalness and localness of explanations under perturbation. We approximate how the explana-
tion of an entity is grounded to world knowledge (globalness) by obtaining the entity description
from wikipedia4 and calculating the similarity of generated explanation with the summary.

3 RESULTS AND FINDINGS

Robustness depends on perturbation type and domain of perturbed entities. Table 1 show that
in zero-shot scenario ChatGPT is more brittle on Drug or Disease (BC5CDR) perturbations (rare
entities) as compared to that on widely known Person or Location entities in CONLL in terms of
∆ Accuracy and ∆ Faithfulness. Typo and Random entity substitutions seem too brittle indicated
by high scores. However, in few-shot scenario, ∆Accuracy gradually decreases for almost all the
perturbations in both datasets, indicating high robustness.
Transition of global and local explainability for the same entity prediction under perturbation.
We observe (see Table 2) that overall, the globalness of explanations decreases while faithfulness
(localness) to input increases due to perturbation. This provides us with an insight that when an
entity is being perturbed, ChatGPT relies more on local context cues to detect entities. This holds
true for all types of perturbations in CONLL since person or location names are widely popular,
hence before perturbation major predictions were pivoted on world knowledge. However, for Alias,
Entity Type, Typo perturbations in BC5CDR, the explanations were more global and local before
attack. Thus for the well-known entity types, the model chooses either local or global explanations,
whereas after random perturbations, the model always prefer looking at contextual cues. Since the
goal of few-shot experiments is to increase both localness and globalness in all the explanations of
the predicted entities (GÒLÒ), we notice that the performance improves significantly under few-
shot as shown in Table 2. Sample output predictions for sentences containing target entities are
shown in Table 4.

4https://pypi.org/project/wikipedia/
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4 CONCLUSION

We perform automatic evaluation of robustness of ChatGPT’s predictions and explanations to input
perturbations for the task of NER. We show that ChatGPT is more brittle on domain-specific entity
perturbations compared to those on widely known entities. We also observe that the quality of
explanations for the same entity considerably differ under various perturbations and the robustness
and quality significantly improves using in-context (few-shot) learning.

URM STATEMENT

The authors acknowledge that at least one key author of this work meets the URM criteria of ICLR
2024 Tiny Papers Track.
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Perturbations Original Sentence (S) Perturbed Sentence (S1)

Same Entity Type We tested the sulfated polysaccharide fucoidan , which has been reported to

reduce inflammatory brain damage , in a rat model of intracerebral hemor-

rhage induced by injection of bacterial collagenase into the caudate nucleus .

We tested the sulfated polysaccharide fucoidan , which has been reported to

reduce inflammatory chorioretinal atrophy , in a rat model of intracerebral

hemorrhage induced by injection of bacterial collagenase into the caudate nu-
cleus .

Alias CONCLUSION : This study confirms our previous finding that selegiline in

combination with L - dopa is associated with selective orthostatic hypotension
.

CONCLUSION : This study confirms our previous finding that l-deprenalin

in combination with L - dopa is associated with selective orthostatic hypoten-
sion .

Typo China on Thursday accused Taipei of spoiling the atmosphere for a resump-
tion of talks across the Taiwan Strait with a visit to Ukraine by Taiwanese

Vice President Lien Chan this week that infuriated Beijing .

China on Thursday accused Taipei of spoiling the atmosphere for a resump-
tion of talks across the Taiwan Strait with a visit to Ukraine by Taiwanese

Vice President en ChanLi this week that infuriated Beijing .

Random Rabinovich is winding up his term as ambassador I3qk2ia is winding up his term as ambassador

Verb Speaking only hours after Chinese state media said the time was right to en-
gage in political talks with Taiwan , Foreign Ministry spokesman Shen Guo-
fang told Reuters : ” The necessary atmosphere for the opening of the talks
has been disrupted by the Taiwan authorities . ”

Speaking only hours after Chinese state media announced the time was
right to engage in political talks with Taiwan , Foreign Ministry spokesman
Shen Guofang told Reuters : ” The necessary atmosphere for the opening of
the talks has been disrupted by the Taiwan authorities . ”

Table 3: Examples of original sentences containing target entities (TE) and the corresponding sen-

tences with perturbed entities (T 1
E) for both “Entity-Specific” and “Context-Specific” cases. These

sentences are interpolated from CONLL and BC5CDR train datasets.

A APPENDIX

B BACKGROUND AND RELATED WORK

Pre-trained language models such as BERT Devlin et al. (2019), BART Lewis et al. (2020), etc.,
have shown their power to solve a wide variety of NLP tasks. Several large generative models have
been proposed, such as GPT-3 Brown et al. (2020), LaMDA Thoppilan et al. (2022), MT-NLG Smith
et al. (2022), PaLM Chowdhery et al. (2022). LLMs usually exhibit amazing capabilities Wei et al.
(2022) that enable them to achieve good performance in zero-shot and few-shot scenarios Kojima
et al. (2022); Wang et al. (2023b).

Since ChatGPT does not reveal its training details, it imperative to evaluate privacy concerns; con-
cerns that involve ethical risks Haque et al. (2022); Krügel et al. (2023), fake news Jeblick et al.
(2022); Chen & Qian (2020), and financial challenges Sun (2023); Li et al. (2023b). For its ca-
pabilities, researchers evaluate the performance of ChatGPT on different tasks, including machine
translation Peng et al. (2023); Jiao et al. (2023), sentiment analysis Wang et al. (2023a), question-
answering Guo et al. (2023), coreference resolution Le & Ritter (2023) and other NLP tasks Bian
et al. (2023). In addition, Wei et al. (2023a) propose a two-stage framework, ChatIE, to use ChatGPT
for zero-shot information extraction, and evaluate its performance on English and Chinese.

A number of studies have been done to evaluate and improve the robustness of LLMs Chen & Dur-
rett (2021); Awadalla et al. (2022); Wang et al. (2021; 2022); Li et al. (2023a); Wei et al. (2023b);
Hu et al. (2023). Since this paper centers around evaluation of robustness for NER tasks, it is worthy
to mention that prior researchers have assessed the NER model’s robustness on token replacement
Bernier-Colborne & Langlais (2020), noisy or uncertain casing Mayhew et al. (2019) and capital-
ization Bodapati et al. (2019). However, there has not been any comprehensive work in evaluating
ChatGPT’s robustness on NER and how the quality of explanations vary due to perturbations, which
we are trying to fill up in this work.

C ILLUSTRATING THE METHOD OF GENERATING ADVERSARIAL
PERTURBATIONS

Inspired by Lin et al. (2021), we generate high-quality adversarial examples for evaluating the ro-
bustness of ChatGPT on the task of NER by perturbing both the entities (“Entity-specific”) and
contexts (“Context-specific”) of original examples. We refer to the perturbed entity as “target en-
tity” (TE). In a sentence (S) of length n, we denote a target entity as T and it is replaced by
a perturbating entity T 1

E , thereby generating perturbed sentence (S1). Besides, target entity there
could be other possible k entities (OE = OE1 , OE2..........OEk

) (where k ă n). Some samples of
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adversarial sentences are presented in Table 3. It is important to note that, we perform perturbation
of 1 target entity or verb at a time to generate S1 before checking NER prediction by ChatGPT.
A. Entity-Specific: In this case, we are generating the following perturbations of entities present
in the sentences (containing TE), and asking ChatGPT to predict named entities for the perturbed
sentences (containing T 1

E).
a) Alias Replacement: We use Wikidata API to link the target entity TE in original examples from
its surface to canonical form in Wikidata with a unique identifier (Entity Typing) and generate p
aliases (TEa1 , TEa2 ... TEap ) of those entities.
b) Same Entity Type Replacement: We perturb TE with another entity of similar semantic class
(For instance, a disease replaced by another disease). For this, we retrieve p additional entities oc-
curring in other input sentences. Then we perform p replacements.
c) Typo Replacement: We also consider perturbing the target entity TE with natural-looking typos,
such as rotation of characters in the token of TE .
d) Random Entity Replacement: We also replace target entity TE with one randomly generated
string and hypothesize that the model would be able to detect the entity based on contextual cues.5

B. Context-Specific: Here we generate perturbations of the context around target entities, and ask
ChatGPT to predict named entities for the perturbed sentences which contain TE , and perturbed
contextual cues.
Verb substitution with synonyms: We generate context-specific attacks by perturbing the main
verb v in the sentence with three synonyms (v1

s1, v1
s2, v1

s3) predicted by a pre-trained masked lan-
guage model like BERT Devlin et al. (2019).

D PROMPT

D.1 ZERO-SHOT

Identify named entities of type “disease” or “chemical” in the below text delimited by triple quotes.
Format your response as a list of JSON objects with keys as “type”, “entity”, and “explanation”, and
values as “type of the identified entity”, “identified entity”, and “explanation of why it is an entity
of that type”, respectively. Ensure that the identified entities can only be words or phrases present in
the provided text. Text: “““text”””

D.2 FEW-SHOT

Your task is to identify the named entities of type “disease” or “chemical” in the given text delimited
by triple quotes. Format your response as a list of JSON objects with keys as“type”,“entity”, and
“explanation”, values as“type of the identified entity”,“identified entity”, and“explanation of why
it is an entity of that type”, respectively. Ensure that the identified entities can only be words or
phrases present in the provided text. Use the following examples as a guide:

EXAMPLE 1: Text: “““None of the patients had decompensated liver disease”””. Output: ”entity”:
”liver disease”, ”type”: ”disease”, ”explanation”: ”It is a widely known disease and in the sentence
it is mentioned that patients did not have decompensate this disease.”

EXAMPLE 2: Text: “““None of the patients had decompensated Measles.”””. Output: ”entity”:
”Measles”, ”type”: ”disease”, ”explanation”: ”Measles is a disease as it is a highly contagious,
serious airborne disease caused by a virus that can lead to severe complications and death and in the
sentence it is mentioned that patients did not have decompensate this disease.”

5One might argue that typo and random perturbations might not guarantee a known entity type by just
looking at the names. However, Person, Location names are proper nouns, and the vocabulary of these names
are ever-expanding. An intuitive agent (just like humans) should ideally infer the entity-type from its context,
instead of memorizing names of the person or location types from the pre-training corpora. This type of
capability, usually possessed by humans, will capture the needs of an ever-growing number of different entity
instances for a specific entity type. Therefore, we use these standard perturbations (as used by Lin et al. (2021),
Mondal (2021)) that are designed to evaluate if context is also considered by these models in predicting the
type of the entity, since, in most of the cases entity type should be predicted from the context itself. To evaluate
if these unnatural perturbations lead to prediction difficulties by humans as well, we have conducted manual
evaluation.
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Original Sentence[Perturbation] Predictions Before (Zero-shot) Predictions Before (Few-shot)

Selegiline [ L-deprenyl ]-induced postural hypotension

in Parkinson’s disease: a longitudinal study on the effects
of drug withdrawal.

Chemical: Selginline Explanation: Selegiline is a medication
used to treat Parkinson’s disease.

Chemical: Selginline Explanation: Selegiline is a chemical
since it is a medication used to treat Parkinson’s disease and it
is mentioned in the sentence as a cause of postural hypotension.

Orthostatic hypotension [ Orthostasis ] was ameliorated

4 days after withdrawal of selegiline and totally abolished 7
days after discontinuation of the drug.

Disease: Orthostatic hypotension Explanation: a medical condi-
tion characterized by a sudden drop in blood pressure when stand-
ing up from a sitting or lying down position.

Disease: Orthostatic hypotension Explanation: Orthostatic hy-
potension is a type of low blood pressure that occurs upon stand-
ing up from a sitting or lying down position. It is mentioned in the
sentence as a condition that was affected by the withdrawal and
discontinuation of the drug.

Original Sentence[Perturbation] Predictions After (Zero-shot) Predictions After (Few-shot)

Selegiline [ L-deprenyl ]-induced postural hypotension

in Parkinson’s disease: a longitudinal study on the effects
of drug withdrawal.

Chemical: L-deprenyl Explanation: L-deprenyl is a chemical
substance used in the treatment of Parkinson’s disease.

Chemical: L-deprenyl Explanation: L-deprenyl is a chemical
since it is a medication used to treat Parkinson’s disease and in
the sentence it has been mentioned that it induced postural hy-
potension.

Orthostatic hypotension [ Orthostasis ] was ameliorated

4 days after withdrawal of selegiline and totally abolished 7
days after discontinuation of the drug.

Disease: Orthostasis Explanation: a medical condition charac-
terized by lightheadedness or dizziness when standing up.

Disease: Orthostasis Explanation: Orthostasis is a medical con-
dition where a person experiences lightheadedness or dizziness
upon standing up. It is mentioned in the sentence that it was ame-
liorated after withdrawal of selegiline.

Table 4: Sample output predictions before (top) and after (bottom) perturbation for sentences con-
taining target entities (TE)[ perturbed entities (TE1 )] to show the difference in the quality of expla-
nations under zero-shot and few-shot setup. We only show predictions for the target entities.

EXAMPLE 3: Text: “““In conclusion , any disease can occur in patients receiving continuous
infusion of 5 - FU.””” Output: ”entity”: ”5 - FU”, ”type”: ”chemical”, ”explanation”: ”5 - FU is a
chemical since it is a cytotoxic chemotherapy medication used to treat cancer and in the sentence it
has been mentioned that any disease can occur because of its continuous infusion.”

Example 4: Text: “““In conclusion , any disease can occur in patients receiving continuous infusion
of paracetamol. ””” Output: ”entity”: ”paracetamol”, ”type”: ”chemical”, ”explanation”: ”parac-
etamol is a chemical since it is a medication used to treat fever and mild to moderate pain and in the
sentence it has been mentioned that any disease can occur because of its continuous infusion.”

====== Text: “““text””” Output:

E IMPLEMENTATION DETAILS

We use “gpt-3.5-turbo(2023-03-15-preview)” model using OpenAI API key to obtain predictions for
named entities and corresponding explanations for examples from the train-split for which triggers
were collected by Lin et al. (2020). For each of the examples, we generate 3 perturbations per
ground truth entity for Alias, Verb, and Same Entity Type, and 1 for Random Entity, and Typo6.
To eliminate the randomness of predicted samples, we set the temperature to 0.

F ADDITIONAL RESULTS

Predicted entities may not be grounded in the input. We observe a few predictions wherein the
predicted entities are not even present in the input but are relevant given the context. E.g. ChatGPT
predicts ’schizophrenia’ as one of the entities for “NRA0160 and clozapine antagonized locomo-
tor hyperactivity induced by methamphetamine (Hcxd8rf) in mice.” as ‘clozapine’ is used to treat
schizophrenia.

G RESULTS AND FINDINGS

Robustness depends on perturbation type and domain of perturbed entities. Table 1 show that
in zero-shot scenario ChatGPT is more brittle on Drug or Disease (BC5CDR) perturbations (rare
entities) as compared to that on widely known Person or Location entities in CONLL in terms of
∆ Accuracy and ∆ Faithfulness. Typo and Random entity substitutions seem too brittle indicated
by high scores. However, in few-shot scenario, ∆Accuracy gradually decreases for almost all the
perturbations in both datasets, indicating high robustness.
Transition of global and local explainability for the same entity prediction under perturbation.
We observe (see Table 2) that overall, the globalness of explanations decreases while faithfulness
(localness) to input increases due to perturbation. This provides us with an insight that when an
entity is being perturbed, ChatGPT relies more on local context cues to detect entities. This holds

6Only 1 perturbation since it cannot have many variations
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true for all types of perturbations in CONLL since person or location names are widely popular,
hence before perturbation major predictions were pivoted on world knowledge. However, for Alias,
Entity Type, Typo perturbations in BC5CDR, the explanations were more global and local before
attack. Thus for the well-known entity types, the model chooses either local or global explanations,
whereas after random perturbations, the model always prefer looking at contextual cues. Since the
goal of few-shot experiments is to increase both localness and globalness in all the explanations of
the predicted entities (GÒLÒ), we notice that the performance improves significantly under few-
shot as shown in Table 2. Sample output predictions for sentences containing target entities are
shown in Table 4.

H CONCLUSION

We perform automatic evaluation of robustness of ChatGPT’s predictions and explanations to input
perturbations for the task of NER. We show that ChatGPT is more brittle on domain-specific entity
perturbations compared to those on widely known entities. We also observe that the quality of
explanations for the same entity considerably differ under various perturbations and the robustness
and quality significantly improves using in-context (few-shot) learning.
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