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ABSTRACT

We study continual learning on multiple linear classification tasks by sequentially
running gradient descent (GD) for a fixed budget of iterations per task. When
all tasks are jointly linearly separable and are presented in a cyclic/random order,
we show the directional convergence of the trained linear classifier to the joint
(offline) max-margin solution. This is surprising because GD training on a single
task is implicitly biased towards the individual max-margin solution for the task,
and the direction of the joint max-margin solution can be largely different from
these individual solutions. Additionally, when tasks are given in a cyclic order,
we present a non-asymptotic analysis on cycle-averaged forgetting, revealing that
(1) alignment between tasks is indeed closely tied to catastrophic forgetting and
backward knowledge transfer and (2) the amount of forgetting vanishes to zero as
the cycle repeats. Lastly, we analyze the case where the tasks are no longer jointly
separable and show that the model trained in a cyclic order converges to the unique
minimum of the joint loss function.

1 INTRODUCTION

Continual learning (CL) aims to sequentially learn a model from a stream of tasks or datasets, to
extend its knowledge continuously. The main challenge in CL is catastrophic forgetting, meaning
that their performance on previous tasks degrades after learning new ones (McCloskey & Cohen,
1989; Goodfellow et al., 2013). It has led to a growing body of works focusing on heuristic methods
of mitigating forgetting, including regularization-based methods (Kirkpatrick et al., 2017; Aljundi
et al., 2018; Li & Hoiem, 2017), replay-based methods (Chaudhry et al., 2019; Lopez-Paz & Ranzato,
2017; Shin et al., 2017), and optimization-based methods (Farajtabar et al., 2020; Javed & White,
2019; Mirzadeh et al., 2020).

As CL is receiving significant attention in practice, it is also important to theoretically understand the
mechanism of continual learning. A vast amount of the theoretical works on CL so far has focused on
regression problems (Bennani et al., 2020; Doan et al., 2021; Asanuma et al., 2021; Lee et al., 2021;
Evron et al., 2022; Goldfarb & Hand, 2023; Li et al., 2023), whereas most of the practical application
of deep learning is based on classification. Thus, theoretical analysis of continual classification
methods and their learning dynamics is of significant interest and importance. Indeed, a few results
study continual classification (Raghavan & Balaprakash, 2021; Kim et al., 2022; 2023; Shi & Wang,
2023), albeit focusing on theoretical perspectives that are different from ours; we review these related
works in Appendix A.

This paper is mainly motivated by a recent result studying continual linear classification on a collection
of jointly separable datasets (Evron et al., 2023). The authors consider continual training of a linear
classifier under weak regularization, where the linear classifier is trained until convergence at every
given task. By taking the limit of the regularization coefficient A — 0, this training procedure is
shown to be equivalent (in terms of the parameter direction as A\ — 0) to a projection-based scheme
called Sequential Max-Margin (SMM): every time we encounter a new binary classification task, we
project the current model parameter vector to a convex set defined by the margin conditions of the
given dataset. Then, under this framework of projection onto convex sets, the authors show linear
convergence of the iterates of SMM to an offline solution (i.e., a classifier that solves all tasks at once)
under cyclic/random ordering of the tasks. More details can be found in Appendix B.
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In light of the insightful analyses by Evron et al. (2023), we now highlight some aspects of their
work that motivate the setup of our interest. First of all, Evron et al. (2023) consider minimizing the
regularized training loss of each task until convergence; however, it is far more common to spend a
finite budget of iterations per task in practice (i.e., online one-pass setting, or fixed-epoch setting).
Training until convergence, combined with sending the regularization coefficient A — 0, also raises
an issue on the claimed equivalence of weakly regularized training and the projection-based scheme.
As A — 0, the solution of the training objective diverges to infinity, which does not match the fact
that the iterate of the SMM travels only for a finite distance at every stage.! Another noteworthy
characteristic of the considered SMM scheme is that it does not always converge to the offfine
max-margin solution, i.e., the hard-margin support vector machine solution that solves all tasks
jointly, which is known to be beneficial in terms of generalization (Vapnik, 2013). Lastly, in their
concluding section, Evron et al. (2023) also suggest studying unregularized continual training with
early stopping and highlight that the behavior may be different. These observations triggered our
investigation into a gradient-based algorithm for continual linear classification and its convergence
and algorithmic bias.

In this work, we theoretically study continual linear
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offline max-margin solution highlights that repeated
continual training eventually drives the model to learn all tasks well, overcoming the biases towards
individual tasks. In addition to the implicit bias result, we also characterize the convergence rate in
terms of total loss and the vanishing rate of the per-cycle forgetting. Our analysis reveals a surprising
but intuitive link between positive/negative task alignments and forgetting. Furthermore, we broaden
the scope of our analysis to the random task ordering case and a jointly non-separable case. We
summarize our main contributions below.

1.1 SUMMARY OF CONTRIBUTIONS

We study continual linear classification using sequential GD, where the model is updated by K
iterations of GD on the unregularized training loss of each given task.

* In Section 3, we study the scenario where the tasks are jointly separable and are given in
a cyclic order. We prove that the joint (full) training loss asymptotically converges to zero
(Theorem 3.1) and the sequential GD iterates in fact align with the joint (offline) max-margin
solution (Theorem 3.2). We also provide non-asymptotic analysis of cycle-averaged forgetting and

IRecall that Evron et al. (2023) show their equivalence in terms of parameter direction.
We focus on this setup instead of early stopping because it is closer to common practice in deep learning.
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. . . . 4
loss convergence and show that average forgetting per cycle J diminishes at the rate of O( lnﬂ‘] )

(Theorem 3.4), which is faster than the convergence rate of the loss O( lni J) (Theorem 3.3). Our

forgetting analysis is closely aligned with the common intuition on how task alignment/conflict
impacts forgetting.

* Section 4 considers the same jointly separable setup, but the tasks given in a random order. In
Theorems 4.1 and 4.2, we show that asymptotic loss convergence and directional convergence to
the joint max-margin solution still happen, albeit almost surely.

* Lastly, in Section 5 we consider the case where the tasks are no longer jointly separable, which
admits a unique global minimum of the joint training loss. We derive a fast non-asymptotic

2 .. .
convergence rate of O( hf,/ ) towards the global minimum when the tasks are presented cyclically.

2 PROBLEM SETUP
In this section, we outline the problem setup considered throughout the paper.

2.1 SETUP: CONTINUAL LINEAR BINARY CLASSIFICATION

We consider binary classification, where each data point € R has its own label y € {—1,+1}. We
assume that our learning algorithm encounters M different binary classification tasks in a sequential
manner, and our goal is to find an offline solution that jointly solves all the tasks. The total dataset
is denoted as D = {(=x;,y;) }ier, where I := {0,..., N — 1} is the set of indices of data. Since
the dataset comprises all data pairs from M tasks, the index set [ is partitioned into I = L—ﬂ%;ol I,
where I, is a set of indices for data points in task m € {0, ..., M — 1}.

We consider a linear model f(x;w) = « " w, which is parameterized by a weight vector w € R,

With a loss function £(u) that decreases to zero as u — oo, the offline (joint) training loss is defined
as

L(w) == Z€<yif(wi§w)> = Zf(yiacj'w).
il i€l
Likewise, loss of task m € {0,..., M — 1} is defined as
Lo (w) = Z {(y;x] w).

i€l

Notation. We denote the joint data matrix as X € RN whose columns are the d-dimensional data
points x;’s. For a square matrix A, we denote the maximum/minimum eigenvalue of it by Apax(A)
and Apin(A), respectively. In particular, we write oyax = 1/ Amax(X X T ) as the maximum singular
value of X. The ¢ norm of a vector v is denoted as ||v||. Let RY be the set of N dimensional
vectors whose elements are greater or equal to zero. Also, for a couple of integers K7 < K», we
write [K : K> to denote a set of consecutive integers { K1, K1 + 1,..., Ko}.

2.2 ALGORITHM: SEQUENTIAL GRADIENT DESCENT

In continual learning, we can only see data in the current stage. For each stage ¢t = 0,1,..., the
index set 1) of data that will be used comes from one of {Im}me[(): m—1]- Note that the learning
algorithm does not have the freedom to choose the next task; we assume that the task is presented to
the algorithm by the “environment.” During stage ¢, we minimize the corresponding training loss

LO(w) = Y Uyz]w) (1)
iel(®)

using gradient descent (GD) with a fixed learning rate 7 as follows:
w,(fll —w — VLD (w) forke[0: K —1], w( ™ = w?. @

That is, for the task £(*) given at stage ¢, we run K steps of GD updates and move on to the next task

by setting the initial iterate of the next stage 'w(()t“) as the last iterate of the current stage w%).
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There are two common schemes for deciding the order of the tasks to be learned.
Cyclic task ordering. The tasks are presented in a predefined cyclic order. That is, LD =L od M-

Random task ordering. Every task is independently sampled uniformly at random. That is, for all
teNU{0}andm € [0: M —1],P(I) = I,,) = 1/M holds.

Both ordering schemes have been studied theoretically and empirically (Evron et al., 2022; 2023;
Cossu et al., 2022; Houyon et al., 2023). Indeed, such schemes can naturally occur in real-world
scenarios. For instance, cyclic task ordering covers search engines influenced by periodic events® and
seasonal financial data (Gultekin & Gultekin, 1983; Yang et al., 2022). Random task ordering bears a
resemblance to autonomous driving in randomly recurring environments (Verwimp et al., 2023).

3 CYCLIC LEARNING OF JOINTLY SEPARABLE TASKS

In this section, we focus on the jointly linearly separable datasets (Evron et al., 2023). We dive deep
into the case of cyclic task ordering and prove that sequential GD on separable linear classification
tasks converges in direction to the offline max-margin solution of the total dataset. Additionally,
through a non-asymptotic analysis on the loss convergence, we also characterize the average forgetting
within cycles, and show that the forgetting vanishes to zero at a faster rate than the loss convergence.

3.1 DEFINITIONS AND ASSUMPTIONS

To this end, we first state some necessary assumptions and additional notation. The first assumption
is that the joint dataset is linearly separable:

Assumption 3.1 (Joint Separability). There exists w € R? such that y;x, w > 0 for Vi € I.

Under Assumption 3.1, we can state an important definition central to our analysis. We define the
joint (offline) /> max-margin solution (where we usually omit “/5” for convenience)

w:=arg min ||w|® subjectto y;x, w>1, Vi€ I. 3)
weRd

It can be shown that the optimization problem in Equation (3) has a unique solution w (Mohri
et al., 2018). Max-margin solutions are of key interest in the study of linear classification, because
it is well-known that they have good generalization guarantees (Vapnik, 2013) and GD applied
to a single separable binary classification problem has an implicit bias towards its £ max-margin
solution (Soudry et al., 2018). To be more specific, it is shown in Soudry et al. (2018) that the norm of
GD iterates diverges to infinity, but their direction converges to ”:L’—H In our CL setting, we consider

running multiple steps of GD on one task at a time and still aim to find the joint max-margin solution
that solves all tasks.

Given the definition of joint max-margin solution, we now define several key quantities. The
maximum margin of (normalized) w is defined as

yl:c,TIIJ

“4)

¢ := min -
T T

In fact, it can be shown that ¢ = ||w||. A support vector is a data point x; that attains this minimum
#; we define the index set of support vectors as S := {i € I : y;x, ”'w"—u = ¢}, and define the index
sets of support vectors of each task Sy, := S N I, for Vm € [0 : M — 1]. Let the support vector
matrix be Xg € R?*!5|, a submatrix of the data matrix X that only contains columns corresponding
to support vectors. Lastly, we define the second margin ¢ := min;cy\ 5 yix, w > 1, which will

appear in our non-asymptotic analysis.
To show directional convergence to the joint max-margin solution (Theorem 3.2), we pose an
additional assumption on the support vectors.

Assumption 3.2 (Non-degeneracy Condition). For all 7 € .S, there exists a unique «; > 0 such that
w = ZiGS Q- Y, Iy

3trends. google.com/trends/
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Assumption 3.2 is adopted from Soudry et al. (2018). According to their analysis, this holds for
almost all datasets sampled from a continuous distribution. Intuitively, for a general dataset, no more
than d support vectors can be on the same hyperplane.

In the upcoming sections, we present four theorems on the convergence, implicit bias, and forgetting
of sequential GD. The theorems rely on different assumptions on the loss £(u); we collect them here.
It is noteworthy that the logistic loss {(u) = In(1 + e~*) satisfies all the assumptions listed below.
Assumption 3.3. The loss ¢(u) is a positive, differentiable, S-smooth function, monotonically
decreasing to zero, and limsup,,_, _ . ¢'(u) < 0.
Assumption 3.4 (Tight Exponential Tail). The negative loss derivative —¢'(u) has a tight exponential
tail. i.e., there exist positive constants p, p—, and @ such that Vu > u:

(1 — exp(—p_w))e ™" < —F(u) < (1 + exp(—pru))e™
Assumption 3.5 (Convexity). The loss £(u) is a convex function.

3.2 ASYMPTOTIC RESULTS: LOSS CONVERGENCE & IMPLICIT BIAS TO JOINT MAX-MARGIN

Now, we analyze the asymptotic convergence of offline training loss and characterize the directional
convergence of sequential GD (2) on jointly separable cyclic tasks. We start by understanding the
asymptotic behavior of the joint task loss £(w).

Theorem 3.1. Let {w,it)}ke[(): K—1],t>0 be the sequence of GD iterates (2) from any starting point
w(()o), where tasks are given cyclically. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

¢2
SMKPoZ TKFoS s (Mdtoma) | 1en

7 < min

1. Loss converges to zero: limy_, o ﬁ(wlg’)) =0,Vke[0: K —1]
2. Every data point is eventually classified correctly: lim;_, o a:iTw,(f) =oo,Vk e [0: K—1],i € I.
3. Square sum of the change of weight is finite: >, Z,ﬁ{;ol Hw,i?_l — w,(:) |2 < oo

Theorem 3.1 shows that cyclic continual learning on the jointly separable data will eventually learn all
tasks, or equivalently, find an offline solution without any additional techniques such as regularization.
This result matches the recent empirical findings that DNN can mitigate catastrophic forgetting when
tasks are given repetitively (Lesort et al., 2023). The last part on the square sum of the change is used
to prove the upcoming Theorem 3.2. We note that Theorem 3.1 does not require convexity of £. The
proof can be found in Appendix D.1.

Theorem 3.1 shows that the joint loss converges to zero. However, due to the joint separability
(Assumption 3.1), there are multiple directions in which w,(f) could evolve to make the offline training
loss decay to zero. That is, the loss convergence only guarantees finding an offline solution, but does
not characterize which. Under additional assumptions of non-degeneracy and tight exponential tails,

we characterize which direction w,(f) diverges to, and show that the model parameter in fact aligns

with the joint {5 max-margin solution w (3).

Theorem 3.2. Let {w,(:)} ke[0:K —1],6>0 be the sequence of GD iterates (2) from any starting point

w(()o), where tasks are given cyclically. Under Assumptions 3.1, 3.2, 3.3, and 3.4, if the learning rate

1 > (G .
SMRGoT . TRBo? (MoTom) } then wy,” will behave as:

max max

satisfies 1 < min {

wf? =1n (58 -+ 5",

where Hp,(f) || stays bounded as t grows.

The proof is in Appendix D.2. The key implication of Theorem 3.2 is that the weight vector converges
in the direction of the joint max-margin solution, while diverging in magnitude in a rate O(Int):

(t) -
. w,, w
X w1

It implies that standard gradient descent without any regularization not only learns every task but
also converges to the joint max-margin direction. This result suggests the potential benefits of naive
training methods without common CL techniques such as regularization.
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On Assumption 3.2. As noted earlier, the non-degeneracy assumption (Assumption 3.2) is bor-

rowed from Soudry et al. (2018); the purpose of adopting this assumption is to facilitate a more

complete analysis of the residual p,(f). In fact, in Soudry et al. (2018), the conclusion on the direc-

tional convergence (similar to (5), but for single-task GD training) continues to hold even without
Assumption 3.2. In light of this, we also believe that directional convergence of sequential GD (5)
will hold even without Assumption 3.2, but we did not pursue removing the assumption because it
does not offer substantial additional insights.
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Figure 2: Comparison between continually learned and jointly trained linear classifier. We
generate three jointly separable binary classification tasks (with 2D inputs) and run (1) sequential
GD in a cyclic task ordering and (2) full-batch GD. It is well-known that the offline full-batch GD
converges to the offline /5 max-margin solution (Soudry et al., 2018). We verify a similar implicit
bias of sequential GD iterates (which we proved in Theorem 3.2) by observing the decrease in angle
between the model weight and the joint max-margin direction (set as (1, 1)). We also observe similar
phenomena for more general experimental setup (e.g., random task ordering): see Appendix C.2.

Beyond repetition of fixed datasets. Although we analyze continual learning in a setting where
each task has a fixed dataset, the insight of our analysis extends to general setups. To show this, we
conduct experiments in a setting where each task has its own (separable) data distribution and a dataset
is freshly sampled at every new stage. We observe the same directional convergence behavior of
sequential GD toward the true joint max-margin direction. The detailed results are in Appendix C.2.4.

Beyond linear model. We also provide experiments with shallow ReL.U networks, verifying analo-
gous insights on implicit bias and loss convergence of continually learned models: see Appendix C.4.

3.3 NON-ASYMPTOTIC RESULTS: LOSS CONVERGENCE AND FORGETTING BOUNDS

In Section 3.2, we presented asymptotic results characterizing the convergence of total training loss to
zero and the directional convergence of sequential GD iterates to the max-margin solutions. We now
supplement these results with an additional non-asymptotic convergence analysis on total training
loss, which we can use to obtain a non-asymptotic analysis of cycle-averaged forgetting as well.

As aforementioned, the main challenge in CL is mitigating catastrophic forgetting. Analyses of
continual learning methods aim to show that methods decrease forgetting, theoretically or empirically.
In this paper, we are interested in how strong forgetting is in our continual linear classification setup.

We start by stating a common definition of forgetting, which quantifies the amount of loss increase at
the end of stage ¢ compared to the end of K steps of GD on £(*) executed in stage s < t.
Definition 3.6 (Forgetting). The forgetting at stage ¢ of the task learned in stage s (< t) is the change
of the task loss £(*) from the moment the K GD steps were finished in stage s. That s,

FO(t) = £ (w'D) = £6) (w).

Notice that forgetting is zero by definition when ¢ = s. While it is usually expected that forgetting is
a positive quantity, it could be also negative by definition. Such a case can happen when the tasks
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seen in stages between s and ¢ are well-aligned with £(*), so that the model improves on the task
previously seen in stage s. This phenomenon is called backward knowledge transfer.

When CL tasks do not necessarily repeat, it is common to evaluate the average forgetting over all

past stages, namely % ZZ;B F)(t). However, since we consider the case where tasks are given
cyclically, it is natural to define our quantity of interest as below:

Definition 3.7 (Cycle-averaged Forgetting). The cycle-averaged forgetting at cycle j is the average
loss change of previous tasks from the stage in which it was learned. That is,

M—-1
Z ]_-MJ+m)(Mj +M—1) Z Lo MJ+M) Lm(wg(Mjer)).

m=0

1

CF(j) := i

By studying cycle-averaged forgetting, we would like to understand how much forgetting happens
during the cyclic learning process, and how the amount of forgetting changes as we repeat the cycles.

Although the asymptotic convergence to joint max-margin solution (Theorem 3.2) suggests that the
model will suffer a diminishing level of forgetting in the long run, characterizing the amount of
forgetting for a given cycle count J necessitates a more careful non-asymptotic analysis of the loss
convergence. For this purpose, we present an additional theorem characterizing the non-asymptotic
convergence of offline training loss £; we then build on this theorem to prove upper and lower bounds
on cycle-averaged forgetting. The new convergence theorem requires the same set of assumptions as
Theorem 3.1, except for an additional assumption of convex £(u).

Theorem 3.3. Under the same setting as Theorem 3.1 with an additional Assumption 3.5, for any
me[0:M—1]andk € [0: K — 1], we have

SIS + £ 1S R -
£(wl(€MJ+m)) < <|S| + i=0 i K 1Pm )Z(IHJ) n N Dy

J 2K .J J
m—1 k
. L‘ — S7 N7 Im, - Sm
+<[_|S|+zl_o<,|||>+;<<| |D>Mmﬂ,

J

where 0 > 1 is the second margin defined in Section 3.1, and

402 (0) UKUS 6 nKUmax (0) 2
Dy i— max 1 max H H )
' ¢2 (‘C(w() ) < * ¢(1 - nMKUmaxﬁ) (b(l - nMKUmax VL(wO )

The proof can be found in Appendix D.3. One can revisit Section 3.1 to recall the definitions of
symbols such as oy,ax, ¢, and 5. The bound in Theorem 3.3 may be a bit difficult to parse. First of
all, notice that whenever ¢(u ) < e, which is true for logistic loss ¢(u) = In(1 + e’“) we have

((InJ) < L and ¢(f1n J) < 5. Combined with other terms, this implies an overall (9( ) upper
bound for the offline training loss

Next, we can notice for any fixed .J, the upper bound in fact grows with k and m. This unusual growth
of the upper bound reflects the effect of forgetting that can happen during cycles. Even though such
an increase in loss does not usually occur with a small learning rate, it is not impossible. For example,
when most of the tasks have individual max-margin directions different from the joint max-margin
direction, this situation can occur. We demonstrate this mid-cycle increase of joint loss using a toy
example in Appendix C.3.

The possible increase of loss due to forgetting becomes less of an issue as training proceeds since the
terms increasing in m and k are all divided by an additional factor of J and hence decay faster than
other terms. Therefore, the increase of loss bound becomes smaller for larger .J, indicating smaller
forgetting during cycles. Despite the possible forgetting, Theorem 3.3 indicates that if tasks are given
cyclically, then the loss bound is guaranteed to decrease at the end of every cycle.

We can now use Theorem 3.3 to derive bounds on cycle-averaged forgetting we defined in Defini-
tion 3.7. We characterize how fast the cycle-averaged forgetting CF(J) converges to zero as the
cycles replay. For this theorem, we specifically consider the logistic loss, which satisfies all loss
assumptions in the paper.
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Theorem 3.4. Let {(u) = In(l 4+ e™") be the logistic loss. If the learning rate satisfies

2

7 < min { 2MK}302 s TRBa3 ?M¢+0!nax) }, then the cycle-averaged forgetting CF(J) for cycle J

max max

satisfies the following upper and lower bounds:

N — N
_nK.L(J)z.M <CF(J) gnK.L(J)z.M’
M M
where

1 11| — |9 1\ wl® =g In J

L(J):== — ) [1+ = D) =
(J) 5 <(|S + J-1 + 5 + K + D @) =

Npg = Z a:;ra:j >0, Npg:= Z a:;r:cj < 0.

(i,5)elp x1q (1,5)EIpx1q

Zl:,;ril:]‘>0 m:mj<0

The proof is in Appendix D.4. Theorem 3.4 shows a nonnegative upper bound and a nonpositive lower
bound on the cycle-averaged forgetting at cycle .J. Note that both upper and lower bounds decay to

zero as J grows. Convergence of CF(J) is of rate O( ]“;2‘] ), which is faster than the convergence

rate O(#) of joint loss shown in Theorem 3.3.

The bounds in Theorem 3.4 reflect how positive/negative data alignment between different tasks
impact forgetting. The quantities NV, , and IV, , capture show how similar and different (respectively)
data points are, for a pair of tasks (p,q). In particular, when Zp g Np,q = 0, it is guaranteed
that average forgetting does not happen, regardless of J. Rather, training on a task will decrease
the loss for all previously learned tasks, which can be thought of as an extreme form of backward
knowledge transfer. On the other hand, when Zp g Np,g = 0, it is guaranteed that the model will
suffer forgetting at every cycle; however, even in this case, Theorem 3.4 implies that repeating tasks
over cycles mitigates catastrophic forgetting.

Even when the joint dataset D is the same, forgetting behavior can differ depending on how the data
points are distributed over different tasks. This matches the former theoretical explanation of how
distribution affects forgetting. For instance, Lin et al. (2023) show that a larger distance between each
task’s optimal solution leads to larger forgetting. For a straightforward interpretation, consider the
following example of two tasks: their cycle-averaged forgetting for two different decompositions
of D is plotted in Figure 3. We can observe that two tasks contradicting each other (i.e., large Ny 2)
results in positive forgetting, whereas two tasks aligning better (i.e., large N 2) exhibit negative
forgetting. Nevertheless, cycle-averaged forgetting converges to zero in both cases.

0.020! —— contradict
—— aligned
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Number of cycle /

(a) Contradicting case (b) Aligned case (c) Cycle-averaged Forgetting

Figure 3: We compare two continual learning scenarios with the same joint dataset D =
{(1,2),(1.1,1.8),(1.2,1.9), (1, —2), (1.1, —1.8), (1.2, —1.9) }, where labels are all +1 and hence
omitted. We mark Task 1’s data as ‘o’ and Task 2’s data as ‘+’. We used M = 2 and K = 10.
Figure 3(a) displays a data composition that makes large Ny », whereas Figure 3(b) displays a data
composition that makes relatively small N; o and large N1 2. Figure 3(c) is a plot of cycle-averaged
forgetting (CF), evolving over cycles. For “contradict” scenario (red), CF is always positive and

diminishing to 0. In contrast, for “aligned” scenario (blue), CF is always negative and rising to 0.
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4 RANDOM-ORDER LEARNING OF JOINTLY SEPARABLE TASKS

In this section, we consider the scenario where tasks are given in a random order, while still assuming
that the tasks are jointly separable. Formally, at the end of K -th GD iteration of stage ¢, the next task
is sampled independently and uniformly at random. Even in this case, our analysis reveals that the
asymptotic results shown in Section 3.2 continue to hold almost surely.

We first show that the offline training loss converges to zero almost surely, which is a random-order
counterpart of Theorem 3.1. The proof is in Appendix E.1.

Theorem 4.1. Let {w,(:)} ke[0:K —1],6>0 be the sequence of GD iterates (2) from any starting point

w(() ), where tasks are given randomly. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

n < B 4 , then the following statements hold with probability 1:

1. Loss converges to zero: limy_, E(wl(:)) =0,Vke[0: K —1].

2. Every data point is classified correctly: lim;_, x; 'w(t) =0,Vke[0: K—1],ie L

3. Square sum of the change of weight is finite: y ;= Z \wkﬂ — wk ||2 < 0.

We derive the same asymptotic loss convergence result, with a minor difference that the learning rate
can be chosen independent of the number of tasks M and the iteration count K.

We now state the random-order counterpart of Theorem 3.2, which implies that the sequential GD
iterates converge to joint {5 max-margin solution almost surely. The proof is in Appendix E.2.

Theorem 4.2. Let {'w,(:)} ke[0:K —1],t>0 be the sequence of GD iterates (2) from any starting point

wg)), where tasks are given randomly. Under Assumptions 3.1, 3.2, 3.3, and 3.4, if the learning rate

satisfies n < [3 4 , then with probability 1, 'w,(c) will behave as:
t t
wff =t (5w + ol

where Hpk 2 || stays bounded as t grows.

5 BEYOND JOINTLY SEPARABLE TASKS

Now we turn our attention to the CL on a strictly non-separable set of M tasks, where the tasks
are presented in a cyclic manner. In this section, we assume that the set of all data points spans the
whole space R? without loss of generality. This is a mild assumption because every gradient update
happens in the span of data points. In this case, if we assume the strict non-separability on the full

dataset (see Assumption 5.1), the offline training loss £(w) = Z%:_Ol L, (w) defined with logistic
losses becomes strictly convex and coercive (i.e., lime”_,oo L(w) = 400); thus, it has a unique
minimum w, € R?. We show that, under cyclic task ordering, the iterates of sequential GD converge

to w, atarate O(~; In* J 5> ), which is faster than the loss convergence rate of the separable case.

The core idea of the analysis is to identify the local strong convexity of the offline training loss on a
compact set on which every end-of-cycle iterates lie (Freund et al., 2018). To this end, we require a
strict non-separability of the joint dataset as defined below.

Assumption 5.1 (Joint Strict Non-separability Condition (Freund et al., 2018)). Assume that the
whole collection of data points is of full rank: span({; : i = 0,..., N — 1}) = R%. Additionally,
assume that there exists b > 0 defined as

N-1

b= min E , [yim?v]*,
veR:||v||=1 1=0

where [a]~ := max{0, —a}.
Note that a large b means that the joint data points are highly non-separable: for any classifier vector
v, there exist some data points with the incorrect prediction of the label with a large margin. We also

remark that individual tasks are not necessarily strictly non-separable. Hence, our analysis covers the
case where all individual tasks are separable while the full dataset is not separable.

We additionally assume some mild properties of the loss function ¢(-).
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Assumption 5.2. The loss function ¢ : R — R, is a strictly convex, 3-smooth function with a
positive second derivative such that £(u) > G - [u]~ for some G > 0.

Note that the logistic loss (u) = In(1 4+ e™*) satisfies the assumption above with 3 = 1/4 and
G = 1. From the assumptions, we have that (1) the risk of m-th task £, (w) = >, L(y;z; w) is
convex and 3,,-smooth for B,,, 1= BAmax (Xm X)) where X,,, € R?*IIml is a data matrix of task
m consisting of columns {x; : i € I, }; (2) due to the strict non-separability, the offline training loss
L(w) =M1 £, (w) has a unique minimum w, . Furthermore, we can prove that the end-of-cycle

m=0
iterates of the sequential GD stay bounded in a compact set VV around w,. Consequently, we have a

local strong convexity of the offline training loss on WW. The proof is in Appendix F.1.
Lemma 5.1. Consider learning M linear classification tasks cyclically. Suppose that Assumptions 5.1
and 5.2 hold. Let B := Z%;OI Bm and V, := Z%;OI BL IV Lo (w,)||?. Take a step size n <

2\/§1KB. Then, there exists a compact set VW C R? containing w, and every w(()jM) (7=0,1,2,...),

whose radius is independent of J (the number of cycles) but depends on other parameters like b, G,
B, and V. Also, the offline training loss L is u-strongly convex on W, where

p = (mingeo.n— 1 wew £ (Y5 w)) - Amin (XX T) > 0. (6)

We remark that the radius of the set VV largely depends on the non-separability b (Assumption 5.1):
loosely speaking, W can be arbitrarily large if b goes to zero since |w — wy | = O(1/b) for any
w € W. In particular, for the logistic loss ¢, the local strong convexity coefficient p can get small if b
is small, because of (possibly) a large radius of V. With the local strong convexity, we finally have

a fast non-asymptotic convergence rate of @(J ~2) towards the global minimum. The proof can be
found in Appendix F.2.

Theorem 5.2. Suppose we learn M tasks cyclically for J > 1 cycles. We adopt the notation from
Lemma 5.1. If we choose a step size

n = min 1 1+2\@1n J2? . max 1”“’(()0)_—'“’*”2“3
2WV2KB’ 2v2K.J ’ B2V, ’

then the final iterate of sequential GD satisfies

=0 (e (~svgn) o

where we hide a poly-logarithmic factor of J in Equation (7).

2 B2V.In.
H“’O —w, BVln ) ]>, %)

113 J2

Remark on the loss convergence rate. Since the £(w) is B-smooth, it satisfies that
B B
L(w) — L(w,) < (VL(wy),w —w,) + §Hw —w,|* = §Hw —w,||%. (8)
Thus, our Theorem 5.2 naturally implies the loss convergence at the same rate (in terms of .J).

Experiments on a real-world dataset. For those interested, we also provide an experiments on
a real-world dataset CIFAR-10 (Krizhevsky et al., 2009), which is not guaranteed to be linearly
separable: see Appendix C.5.

6 CONCLUSION

We considered continual linear classification by running gradient descent for a fixed number of
iterations per task. When there exist solutions that can solve every task, we found that even without
any regularization or CL methods, the classifier eventually converges to the joint max-margin
direction. This implicit bias happens on both cyclic/random task ordering. We further presented a
non-asymptotic analysis on cycle-averaged forgetting with respect to positive/negative alignments
of tasks and the number of cycles. Lastly, we showed that if no linear classifier solves all tasks
simultaneously, the model converges to the unique minimum of the offline training loss. As for
future work, we believe the convergence on continual classification can be extended to other model
structures, bridging the gap between empirical findings and theoretical understanding of the impact
of task repetition. Also, our results are restricted to the “small learning rate” regime, and do not cover
larger learning rates or even the “edge of stability” regime (Wu et al., 2024); relaxing this restriction
is left for future work.

10
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A  OTHER RELATED WORKS

Theoretical Results on Continual Learning. Several theoretical analyses have been proposed
on classification. Raghavan & Balaprakash (2021) examine the generalization-forgetting trade-off
by viewing it as a two-player sequential game, in which player 1 wants to maximize generalization,
whereas player 2 wants to minimize forgetting. They show the existence of a balanced point where
both players are satisfied with each new task and suggest a new algorithm to achieve the point. Kim
et al. (2022) consider Class-Incremental Learning, where the model can see a disjoint subset of the
total class at a time. They prove that good Within-task Prediction (WP) and good Task-id Prediction
(TP) are necessary and sufficient for good CIL. Furthermore, they relate TP with OOD detection.
Shi & Wang (2023) consider Domain-Incremental Learning, where the model can see the different
domains in a class over time. They especially suggest a framework with a memory buffer that unified
earlier methods.

Lin et al. (2023) distinguish empirical and population risks by drawing samples from Gaussian with
true linear regression solutions. Then, they investigate the impact of overparameterization and task
similarity over forgetting. Bennani et al. (2020); Doan et al. (2021); Karakida & Akaho (2022) study
forgetting in NTK regime. Specifically, Bennani et al. (2020); Doan et al. (2021) analyze forgetting
of orthogonal gradient descent (OGD, Farajtabar et al. (2020)), while Karakida & Akaho (2022)
study continual transfer learning. Other settings such as Teacher-Student setup (Lee et al., 2021), and
feature extraction (Peng & Risteski, 2022) have been considered in Task-Incremental Learing.

Implicit Bias of Gradient Descent for Linear Classification. Soudry et al. (2018) are the first to
show that if data is linearly separable, gradient descent with certain loss functions converges to the
max-margin direction. Nacson et al. (2019) prove the same result on the same condition but with
stochastic gradient descent. Ji & Telgarsky (2018) show the same result with a slower convergence
rate, resulting from the absence of degeneracy condition. They also consider cases where data is not
separable, yet weight diverges to infinity. Ji & Telgarsky (2021) show a faster convergence rate under
decreasing learning rate via a primal-dual analysis. While these findings require small learning rates,
Wau et al. (2024) prove that gradient descent with logistic loss converges to the max-margin direction
even when the learning rate is large.
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B BRIEF OVERVIEW OF EVRON ET AL. (2023) AND COMPARISONS

To highlight how our sequential GD algorithm differs from Evron et al. (2023), we briefly summarize
the Sequential Max-Margin (SMM) framework considered in the existing paper and its theoretical
results.

Evron et al. (2023) consider minimizing the regularized training loss of each task until convergence,
where the loss function is chosen to be the exponential loss £(u) = exp(—u). Let {'wf\t_)Re} be the
Iy

iterates trained by regularized continual learning with regularization coefficient A. The algorithm can
be written as follows:

(t+1) . T A
w, ., =arg mlnd E exp (—yiazi 'w) + 5 w — W, i,
weRa 700
1€

®

Also, let wg\)ﬂ\,,{ be the weight trained by the Sequential Max-Margin algorithm. The update rule is as
follows:

2
(t+1) _ . () H : 2T e 1™
Wens = arg min ||w — wayn, subjectto y;x; w > 1,Vie I
SMM & R SMM d Yy (10)
t
= P(t)(wén)m)-
Here, the operator P(*) can be thought of as the orthogonal projection onto a convex set
{w eR?: izl w > 1,Vi € I(t)} (11)

defined by the margin conditions on data points in 7(*). That s, wé’;\),“\,[ is the same as the sequential

projection onto such convex sets. Evron et al. (2023) showed the relation of wf\t_)Re and wéth)m, when
the regularization coefficient A — 0:

Theorem B.1 (Theorem 3.1 of Evron et al. (2023)). For almost all dataset, in the limit of A\ — 0, it
og( L
holds that w(;)RC — wétl\)ﬂ“ with a residual of O(t log log (%) ). Therefore, atanyt = o (lg(*)l) ,

log log 7)
we get
(t) (t)
lim —FARe  _ _Wsmm
A0 |, @) @ |
H“’Ach HwSMM

Based on this equivalence in terms of parameter direction, Evron et al. (2023) expect that the behavior

of w@RC can be analyzed through the lens of wg:\)m as long as A is close to 0, since Theorem B.1

holds for all £ = o [ —22G) )
log log(x)

Given this background, we now highlight some differences between Evron et al. (2023) and our
analysis. First of all, as seen in (9), Evron et al. (2023) study regularized exponential loss trained until
convergence, whereas we study unregularized logistic loss trained for a fixed number of iterations.
Training the weakly regularized loss until convergence, in conjunction with limit A — 0, sends each
w@RC to infinity. Hence, each stage requires a growing number of iterations, and the grounds for
the equivalence between (9) and (10) becomes weaker, since the solutions become vastly different in

terms of magnitude.

Second, thanks to the connection between weakly-regularized continual learning and SMM, Evron
et al. (2023) could obtain the exact trajectory of every stage via the projection method. On the
other hand, in our sequential GD setting, it is very difficult to keep track of the exact location of the
iterate after one task is trained, since the iterates are updated multiple times but training stops before
convergence. This makes it challenging to analyze implicit bias and forgetting via tracking the exact
trajectory stage by stage. We use different proof techniques from Evron et al. (2023) to overcome this
challenge. Rather than pinpointing the exact position of the iterate after each stage, we focus on the
direction that sequential GD eventually converges to.
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On top of that, importantly, our analysis of sequential GD reveals that training on unregularized loss
using a fixed number of GD iterations results in the joint/offline max-margin solution. In contrast,
although the convergence to some offline solutions is already shown for SMM (Evron et al., 2023),
the converged offline solution can be different from the offline max-margin solution. In fact, in the
next section (Appendix C.1), we demonstrate by a toy example that SMM can indeed converge to a
point other than the joint max-margin solution.
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C EXPERIMENT DETAILS & OMITTED EXPERIMENTAL RESULTS

C.1 EXPERIMENT DETAILS OF FIGURE 1

In this section, we present a simple toy example that demonstrates interesting facts about max-margin
solutions in continual linear classification:

* The joint max-margin direction of the joint dataset can be quite different from the max-margin
solutions of individual tasks. Specifically, the joint solution may not be on the subspace spanned
by the individual solutions.

* The limit of Sequantial Max-Margin (SMM) iterations can be different from the joint max-margin
solution, whereas the limit direction of sequential GD does align with it.

We consider the case of M = 2 tasks, where the input points come from R3. Without loss of
generality, we assume that all the labels are +1, and hence omit them. We let {(1,1,0),(1,—-2,1)}
be the dataset of task 1, and {(1,0, 1), (1,1, —2)} be the data of task 2. One can verify that:

* Their joint max-margin direction is (1,0, 0).

* The max-margin direction for task 1 is ({7, 1—11

* The max-margin direction for task 2 is (12, 2, 7).
Therefore, we can observe that the joint max-margin solution does not belong to the span of individual
max-margin solutions.

We ran numerical experiments running the SMM iterations, which is done by solving the constrained

minimization problems using fmincon in MATLAB Optimization Toolbox. The code is provided
in our supplementary material. We find that SMM converges to (%7 1—11, %), the trajectory for 10

cycles can be seen in Figure 4.

1.2
—w1 ||
1t w2 ||
% —w3
=08
o V.ol
>
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Figure 4: We run SMM iterations on the toy example by solving the projection problems using an
optimization solver.

C.2 EXPERIMENT DETAILS OF FIGURE 2 & MORE RESULTS

Here we present the experimental details of Figure 2. We also provide omitted result related to it.
Then, more importantly, we extend our experimental setups beyond the cyclic task ordering and the
fixed total offline dataset.
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C.2.1 EXPERIMENTAL DETAIL

Data Generation. We carefully design three 2D synthetic datasets. Each dataset (of size 100) is
randomly sampled from a bounded support. Below, we describe the data distribution from which we
draw samples. Note that the label y € {£1} is uniformly randomly sampled before sampling the 2D
input points.

* Task 0, x|y = +1: Uniform distribution on a round disk (i.e., inside of a circle) with radius 0.9
and centered at (0.6, 4.5).

e Task 0, x|y = —1: Uniform distribution on a rectangle [0, 1.5] x [-3.9, —2.7].

e Task 1, x|y = +1: Uniform distribution on a round disk with radius 0.75 and centered at (5.1, 0).
e Task 1, x|y = —1: Uniform distribution on a rectangle [—4.2, —2.1] x [—0.9,0.9].

e Task 2, x|y = +1: Uniform distribution on a rectangle [0.6, 3] x [0.6,2.7].

e Task 2, x|y = —1: Uniform distribution on a disk with radius 1.2 and centered at (—3, —2.4).

Among all 300 data points, we randomly choose 3 points (one for each task) and replace them
by (x = (1.5,—-2.7),y = —1) (for task 0), (x = (—2.1,0.9),y = —1) (for task 1), and (x =
(0.6,0.6),y = +1) (for task 2), which are the points included in the support of the data distribution(s).
These three points play the role of supporting vectors so that the joint max-margin direction becomes
H%H = (%, %), where the size of maximum margin (Equation (4)) is ¢ = 0.61/2 > 0 (thus, jointly
separable).

Optimization. We run sequential GD for 300 stages in total. Since there are three tasks, for the
cyclic ordering case, it is equivalent to J = 100. The step size we used is 7 = 0.1. Also, we allow
and conduct K = 1,000 updates per stage. For the joint training case, we run full-batch GD on the
union of all datasets for M JK = 300,000 steps.

C.2.2 OMITTED LOSS CONVERGENCE RESULT IN FIGURE 2

Although we only displayed the directional convergence in the main text, we also observe the loss
convergence to zero, which we proved in Theorems 3.1 and 3.3: see Figure 5. Note that we depict the
loss values for a jointly trained model (with full-batch GD) every K = 1,000 gradient updates, for a
fair comparison with a continually learned model (with sequential GD). It is omitted due to space
limit and being relatively more obvious than directional convergence.

Loss: Continually learned model Loss: Jointly learned model

1004 —— task0 loss —— task0 loss
— taskl loss — taskl loss
—— task2 loss — task2 loss

—— total loss —— total loss
1071 4

10-2 4

Loss
Loss

10734

10-* 4

0 50 100 150 200 250 300 0 50 100 150 200 250 300
Stage Stage

(a) Losses of continually learned model (b) Losses of jointly trained model

Figure 5: Loss convergence results for cyclic task ordering.
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C.2.3 RANDOM TASK ORDERING

In Section 4, we theoretically showed that loss convergence, as well as implicit bias result, holds
almost surely under the random task ordering. Indeed, we observe a similar tendency of directional
convergence and loss decrease even under the random task ordering. The result is shown in Figure 6.
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Figure 6: Experiments on 2D synthetic data under random task ordering.

C.2.4 BEYOND THEORETICAL SETUP: TOWARDS CONTINUAL LEARNING ON ONLINE DATA

Most theoretical analysis in this work exploits a structural assumption on the data points: there is a
pre-defined set of offline dataset, which is divided into chunks and accessible one by one at each stage.
Thus, exactly the same batch of data is guaranteed to be reused (surely or with high probability). Can
we go beyond this repetition and apply our theoretical intuition to more general setups?

Here, we demonstrate that the results of our theoretical findings are not really limited to the task
repetition setup. Instead, our insight about jointly separable continual linear classification applies to
several general setups. In this section, we showcase an analogous behavior of sequential GD when
the total dataset is no longer fixed throughout the continual learning process. We consider the setup
where there are M different (jointly separable) data distributions, rather than datasets; every time we
encounter a task, we have an access to a totally new samples of data points drawn from the task’s
distribution. For simplicity of visualization, we still stick to the bounded support cases.

An implementational difference from the previous sections is that we re-sample the data points from
a predefined data distribtion at every stage. Another minor detail is that we no longer fix the three
support vectors as mentioned in Appendix C.2.1: thus, at every stage, we never reuse the same
data point(s) from the previous stage, almost surely. We test whether a similar trend happens even
when we add the resampling process, under the same data distribution described in Appendix C.2.1.
The results are shown in Figures 7 and 8 for cyclic task ordering and random task ordering cases,
respectively.
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Figure 7: 2D synthetic experiments: Cyclic task ordering, jointly separable online dataset (keep being
drawn from a task’s predefined data distribution).
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Figure 8: 2D synthetic experiments: Random task ordering, jointly separable online dataset (keep
being drawn from a task’s predefined data distribution).
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C.3 Toy EXAMPLE FOR INCREASING L0OSS IN A CYCLE

Here, we give a toy example that shows temporarily increasing joint training loss during a cycle, even
with a small learning rate.

Let the datasets D; (+ = 1, ..., 5) be as the following. Without loss of generality, we choose all labels
as +1 without loss of generality, hence we omitted them.

Dy = {(1,-2)}, Dz = {(1,2)}, Dy = {(L1,2.1)},
Dy ={(1.1,2.2)}, Ds = {(1.1,2.3)}.

In this case, the max-margin direction is (1, 0), while most of the task has their individual max-margin
direction around (1,2). We set K = 10, 7 = 10~ ° so that 7 satisfies the learning rate condition.

693310

693210

693110

Loss

693x 10

69291071

6928107

s % 100000 150000 200000 250000
Number of Stage Number of Stage

@ J="7 (b) J = 50000
Figure 9: We take average on total loss(black) for better visualization. The current task switches

every 10 iterations. One cycle consists of 5 stages. Figure 9(a) shows the case where some task’s loss
increases within a cycle. However, it eventually decreases as Figure 9(b) shows.

When task 1 is being trained, joint training loss increases while it decreases when other tasks are
being trained. This is because most of the tasks have their own max-margin direction around (1, 2),
dominating joint training loss.

C.4 EXPERIMENTS WITH NEURAL NETWORKS: BEYOND LINEAR MODELS

We explore the possibility of extending our theoretical insight to nonlinear models, in particular wide
two-layer ReLU networks.

For a linear classifier with a single linear layer, recall that we already verified that the sequentially
trained model (in cyclic/random task ordering) directionally converges to the max-margin direction.
However, it is more difficult to analyze and visualize the dynamics of the multi-layer neural net’s
parameter values. Moreover, it might be nonsense to discuss the relationship (e.g., alignment,
directional convergence) between the max-margin direction and the parameter matrices of a neural
net, because the parameter matrices themselves no longer have a semantic meaning in the data space.

Instead of inspecting the parameter values, we move our attention to the decision boundary of the
model. Observe that the decision boundary of a linear binary classifer is a hyperplane (i.e., d — 1
dimensional subspace) of the data space (of d-dimension), whose orthogonal complement is the span
of the classifier’s weight vector. Thus, the alignment between the weight vector and the max-margin
direction (i.e., the implicit bias guarantee) is semantically equivalent to the alignment between the
classifier’s decision boundary and a hyperplane determined by the max-margin solution as a normal
vector; this hyperplane can be approximated well by jointly training a single-layer linear classifier.
Thus, we can still verify the similar idea of implicit bias even for a neural network by observing, not
only that a continually learned model (with sequential GD, under task repitition) eventually classifies
all the data points correctly, but also that the decision boundary of the continually trained model
getting comparable with that of a jointly trained model (both starting from an identical initialization).
Although we cannot not exactly characterize to which set of points a two-layer ReLLU net’s decision
boundary should converge only with our theorems, it gives an effective and efficient way to confirm
our findings beyond a simple linear model.
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To intuitively visualize the decision boundaries, we again use the 2D synthetic datasets. Most of the
experimental setting is the same as in Appendix C.2.1, except for the following three differences:

1. The classifier’s architecture is a two-layer neural network fg : R? — R consisting of 2-
dimensional input, 500 hidden ReL.U neurons, and scalar output:

fo(x) = wy ReLU(Wix + by) + by,
where 6 = (W7, by, wa, by) € R590%2 x R0 x R0 x R and ReLU(v); = max{v;,0}.
2. To make the total dataset non-separable by a linear classifier with a positive margin but still
classifiable by a neural net, we translate all datapoints with positive labels (+1) by a vector

(—1.2,—1.2). In this case, the decision boundary should not be a straightly but bended in a curly
L-shape to effecitively distinguish two classes.

3. To prevent the sequential GD from behaving similarly to a mini-batch SGD with small-scale
and lazy updates, we increase K to 3,000 to guarantee that (1) the jointly trained model can
correctly classify all data points within only one stage (i.e., with initial K updates), and (2) the
continually learned model gets sufficiently trained on a specific task at each stage. As a result,
the jointly trained model takes M JK = 900,000 iterations. (M = 3, J = 100)

As we did for a linear classifier, we classify the input data as y = +1 if the model output is positive
and as —1 otherwise (thus, the decision boundary is a level set {x € R? : fg(x) = 0}). We again

use the usual logistic loss 3 ZZ\LI Uyifo(x;)).
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Figure 10: Two-layer ReL U network experiment under cyclic task ordering. (Top.) Each subfigure
displays the decision boundaries (and other auxiliary level sets) of a jointly trained model (dashed
red line) and a continually trained model (dashed green line). (Bottom.) Figure 10(c) demonstrates
the large amounts of forgetting at initial few cycles and convergences of loss and (cycle-averaged)
forgetting to near zero. On the other hand, Figure 10(d) shows that the training loss of the jointly
trained model is already small (e.g., less than 10~?) at initial stages.

The result of experiment for cyclic task order is visualized in Figure 10, exhibiting decision boundaries
of a jointly trained model and a continually trained model (with sequential GD). As we expected,
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the updates are aggressive enough so that even a single stage (i.e., initial K = 3,000 iterations) is
sufficient to perfectly classify the total dataset with the jointly trained model, and the same for the
dataset of the task 0 with the continually trained model (Figure 10(a)). After some number of stages
(Figure 10(b)), the both models not only correctly classify every data points, but also have an almost
identical decision boundary (note that the other level sets are not necessarily the same), implying
that a similar phenomenon like implicit bias is happening here. We also observe almost the same
tendencies under random task ordering and even for non-repeating dataset cases (Appendix C.2.4).
We omit their detailed results from the paper, but one can find them in our supplementary materials.

C.5 EXPERIMENT ON A REAL-WORLD DATASET

In this section, we present a result of training linear model with CIFAR-10 (Krizhevsky et al., 2009).

We choose two classes from the CIFAR-10 dataset and design 3 tasks which have 512 data points
from the two classes (‘airplane’, ‘automobile’). Our Theorem 5.2 on linearly non-separable data like
CIFAR-10 shows that sequential GD iterates should not diverge and instead converge to the global
minimum w* under the properly chosen learning rate. To estimate the distance between sequential
GD iterates and the global minimum, we first train a linear model using joint task data and obtain
Wjeint as a proxy of w*; we do this because offline training is guaranteed to converge to the global
minimum. Then, we train sequential GD and measure the distance between iterates and the jointly
trained solution wj.int at the end of every stage of sequential GD.

— parameter difference — Joint task loss

o 500 1000 1500 2000 2500 3000 3500 4000 o 25000 50000 75000 100000 125000 150000 175000 200000
Number of cycles*M Number of terations.

(a) Hwﬁ? — Wjoint (b) Loss of jointly trained model

Figure 11: CIFAR-10 Experiments with linear model. We jointly train a model for 200000
iterations to achieve the global minimum. We then train each task with cyclic ordering. We set the
number of GD for each stage as 50 (K = 50), and run 1350 cycles (J = 1350). Figure 11(a) shows
that sequential GD iterate converges close to wjeint as the training goes on. However, it does not
fully converge to wjoint, 8S WJeint 18 NOt equal to w*. Figure 11(b) reveals that the loss of the jointly
trained model was decreasing after 200000 iterations.

As aresult, we observe that the distance between sequential GD iterates and w joint converges close
to 0, even when we adopt a learning rate 7 = 0.01, which is not as too small as our theorem requires.
Yet, we couldn’t show convergence of distance to exactly O since the jointly trained model did not
converge all the way to w*.

25



Under review as a conference paper at ICLR 2025

D PROOFS FOR SECTION 3: CYCLIC TASK ORDERING, JOINTLY SEPARABLE

Without loss of generality, we set y; = 1 for all ¢ € [N].

D.1 ASsYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 3.1)

Let us restate the theorem here for the sake of readability.

Theorem 3.1. Let {'w;(gt)}ke[O:K—l],tzo be the sequence of GD iterates (2) from any starting point

'w(()o), where tasks are given cyclically. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

2
}, then

7 < min 2]\/IKBUxxlax ’ 4K603mx(M¢+‘7max)

1. Loss converges to zero: lim;_, o E(w,(f)) =0,Vke[0: K —1].

2. Every data point is eventually classified correctly: lim;_ :cTw,(:) =oo,Vke[0: K—1],i € I.

(t)||2

3. Square sum of the change of weight is finite: y_,- Z H'w,c+1 < 00.

Here, we use the following lemma which holds in cyclic continual learning with M tasks.
LemmaD.1. Forallt e NNm e [0: M — 1],k € [0: K — 1],

- (;b{l - ﬂ(mK + k)o-?naxﬁ}

7]1:(0'max
<
— {1 —n(mK + k)oZ.B}

Hvﬁ w™) — VL (w) H< 1K a3

=0

m—1 ) 2 3
le(ct-!—m) _ w(()t) +n (K Z VE(tJrz)(w(()t)) n kvﬁ(ter)(w(()t))) H <" (mK + k)Komax8 )V[,(wé

le(:+m) _ w(()t)

Proof. See Appendix D.1.1. O

Also, we rely on the key property of linearly separable data, which is proposed by Nacson et al.

(2019).
Lemma D.2. For any w € RY,

IVL@w)| > ¢ > [¢(x]w)]
el

Proof. See Appendix D.1.2. O

Since £ is a 02, 3-smooth function, we get

max

2 2
ﬁ(w(()MHM)) _ ﬁ(wéMt)) _ M Hw(()Mt—&-M) _ w(()Mt)

Mt+M) ))

Mt)

< VL )T (w

(
Wy
_ VE(w(()Mt))-r(w Mt+M) (()

o~ O—~

— K VL) + KV Lw M)
< -k HVﬁ(w(()Mt))H2 N HVﬁ(wOMt))H Hw(()Mt+M) _ w(()Mt)+nKv£(w(()Mt))H

By Lemma D.1,
2
(Mt+M)y (Mt)y Umaxﬁ (ngnlaxK) H (Mt) H
ﬁ(wo ) E(wo ) 2 ¢2<1 - nMKUmax VE )
’ 2 2MK2 3 2
< eetel ] Ao

d)(]- - nMKUmaX
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Given that n S m,
£(wg M) = £wg™) (12)
Mo}, Omaxl ONE
O T o Rt o) L ACCURRT S
< K <1 K ( ¢+¢;2 )o maxﬁ) HVﬁ(w((JMt))H (14)
2
— —nK (1= nKB)|| VL), (15)
where we set 3/ := Wg—;")"m Given that n < 57, LMy < £(w{MY) holds.

Also, by (15),

< 00

i Hvﬁ(w(Mt))H2 < E(w(()O)) —limy 00 E(w(()Mt)) < £('w(()0))
pord 0 - nK(1—nKp') ~ nK(1-nKp)

Coupled with Lemma D.1,

oo M—-1K-1

>3 X fvewi )
3)3

g
=

IN

> (([vet o+ e - v )

t=0 m

O

LJ‘DM

—

DD DI Dl (RIS LU A

t=0 m=0 k=0 max

. o
<1+ ¢>{1—nMnllzfiaxﬂ}) MKg%ch(ng“)HZ <

IN

2
The boundedness of infinite sum of nonzero elements means lim;_, o HVﬁ(w,(:))H = 0,Vk €
[0 : K — 1]. This leads to lim; o ¢'(x; w,(:)) =0,¥i € I,k € [0 : K — 1] by Lemma D.2.
Since ¢'(u) — 0 only when v — oo, we obtain x; 'w,i) — oo,Vi € I,k € [0: K — 1] and

limy 00 C(w,(:)) =0,Vk € [0 : K—1]. Finally, we obtain that > .~ Z Hwk+1 - w,{f)
followed by

< 00

|7 >¢\/Z elof)] =0 | Y [ralwf)]
el

i€l(t)

>

)

¢ ¢
. U (x; w,(c)) il = ———1 Hwk+1 - 'w,(:)
max . max
i€l(t)

where in the first inequality, we use Lemma D.2 and in the third ineqaultiy, we use the fact VA, € R :
||Z§€I AT ||2 Omax\/ D scr A2 The last equality is true by the definition of gradient descent.

D.1.1 PROOF OF LEMMA D.1
Forallt e NNme [0: M — 1),k € [0: K — 1]

m—1
H’w,(CHM) _ 'w[()t) +n <K Z Vﬁ(t+i)(wét)) + kvﬁ(t-s-m)(w(()z))) H

=0
m—1K—-1 ) ) ) k—1
=l Z (vﬁ(uﬂ)(w(()t)) . Vﬂ(t+z)(w§t+l))) 1 Z (vﬁ(t+m)(wét)) . vc(t+m)(w;t+m))) H
i=0 j=0 j=0
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m—1K-—1 k-1
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holds by triangle inequality. Then
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[l = wf? (16)

< N0 a3
The first inequality comes from the fact VA, € R : ||,/ Ao || 5 < Omax\/2ses A2- The nextone
comes from 3-smoothness, and the last inequality holds since Vv € R? : Y- (z]v)? < o2, [[o]|.
Then we get
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Then by (16) and Lemma D.2, we obtain
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Here, we use a lemma in Nacson et al. (2019).
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Lemma D.3 (Nacson et al. (2019)). For some € and 0, let 6, < 0 + ¢ Zﬁ;(l) 0y holds for all k. Then

0
0 <
=1 ke

and

k-1

5, < k@k

= 1—ke

By applying the lemma to (17), we obtain
nKJmax

ngm) —w®

(Z){l —n(mK + k)o2,.0} HVE (t) H

and
m—1
(e
i=0
-1
b (55 M
< n?(mK + k)KamaX Hv[: H
¢>{1 —n(mK + k)og,...A}
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G|

D.1.2 PROOF OF LEMMA D.2

For all w € RY,

IV L(w

Zﬁ’w w)

i€l

> N e@fw)]®  min X

RY . =1
~ veRY,: o]

Let 0 := arg rnmve]RN0 /=1 [[X]|. Then for max-margin direction w, the following holds.

w T
]

We used Cauchy-Schwarz for the first inequality, and the definition of w for the second one.

1 Xol > Xo| z ool =¢

D.2 DIRECTIONAL CONVERGENCE ANALYSIS (PROOF OF THEOREM 3.2)
In this section, we prove Theorem 3.2 and further discuss the convergence of p,(C ) beyond bounded-
ness.

Theorem 3.2. Let {'w;(:)}ke[o:K—l],tzo be the sequence of GD iterates (2) from any starting point

'w(()o), where tasks are given cyclically. Under Assumptions 3.1, 3.2, 3.3, and 3.4, if the learning rate
satisfies n < min { 2MK50 s TR B3 ?;4¢+Uma 3 } then 'w,(f) will behave as:

'w,(:) = ln( )w+p§:),

where Hp,~C i || stays bounded as t grows.
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Note that we use Assumption 3.2, the unique existence of SVM dual variables « that satisfies

w = E QL

sES
VseS:as>0,Vs¢ S:a,=0
This assumption holds for almost all data (Soudry et al., 2018).

When the tasks are given in a cyclic order, the following lemma holds. Note that the lemma does not
depend on the algorithm.

Lemma D.4. When tasks are given cyclic, there exists w, m1(t, k) € R the following holds for all
teN kel0: K—1]

t K
KZ Z aa:s—i—f Zams— log(M)w—l—Mtb—i—ml(t,k)
u=t s€S(w) seS(t)

ml(taK) = ml(t+ 170)

such that |my(t, k)| = o(t=95%¢), and ||m1(t,k + 1) — my(t, k)| = O@™Y) forall k € [0
K —1],€e > 0, and w only depends on the order of tasks and constant with respect to t.

Proof. See Appendix D.2.1. O
We set m(t, k) and w along Lemma D.4, and define p(t) and 7}, () as
K
Vkel0: K—1]: w,(:) 1og(Mt)'w + p(t)
K M
= 1og(Mt)u§ +w + ?ml(t, k) + r,(j),

0 = i) =l

where w is the solution of
Vie S:nexp(—x; w) =;, Pw— wéo)) 0,

which is unique under Assumption 3.2. Then by the definition,

M (K K 1
r® = w® - (M log(57t)w +mu(t, k)) W

K

t—1
M 1 k L
:wiit)_f KZE Z O‘sms+; Z oszs | —log Kw —w +w
u=1l ~ seSw) s€S®

Under these definitions, we can get the primary lemma of r,(f).
Lemma D5 Under Assumption 3.1, 3.3, 3.4, and Assumption 3.2, if learning rate is n <
2
)}, then

mln{ 2Z\JI(Bo-max ’ 4K60213X(M¢+0'max
1. 3t,Cy,Cy > 0 such that V't > t,

(), — )Tl <Ot + Cot ™09 Yk e [0: K — 1]

2. Moreover, for all ¢; > 0, 3t*, C5 > 0 such that ifHP'r,(f) H > €1 and S £ (),

8 =T < Oy Ve > ke 0: K — 1]
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Proof. See Appendix D.2.2. O

By the definition of pff) =w+ %ml (t, k) + r,g ), it is enough to prove Hr,(;) H is bounded.

0 |2 0] 0 ONT () (t) (t)
HTI(CJLH - H"i(c H = 7"1(@+1 *T'z(c ) 7y ® 4 Hrkﬂ - Ty H
Forall k € [0 : K — 2], let a(t) = (mi(t,k + 1) — my(t,k)). And let a&?fl = log(1 +

Dy + M (my (£ +1,0) — my(t, K — 1)). Since w\” = log(£t)w + @ + Lm, (¢, k) + r”,

2 2
r,(:j_l — r,(:) = H'w,(:j_l — w,(f) — a,(f) a,(f) = O(t™1). Thus, 3t;
such that Vt > t;,Vk € [0: K — 1] : Han)
Now we can get the following for all T" > ;.
(t) (®) (*) ()
Z Z H’”kﬂ T H Z Z H""k+1 Wk T A H
t=t; k=0
SN [ ~ N~ al® @]
t t t )T t) t
=33l = w30 Y 2wl - +ZZH
t=t1 k=0 t=t1 k=0 t=t1 k=0
T K-1 o e T K-1 o T K-1 T K-1 e
<> Wiy — Wy || +2 H k+1H > Hak +> 2 Hak
t=t1 k=0 t=t1 k=0 t=t1 k=0 t=t1 k=0
T K-1 © oI T K-1 o T K-1 T K-1
t ¢ -
IO LU RENDIDI ULy DID It D M
t=t1 k=0 t=t; k=0 t=t1 k=0 t=t1 k=0
< 00 (18)

We use Cauchy-Schwarz inequality for the first inequality and the factor that ZtT:tl t~2 < oo and
Z;F:tl . Hw,(ct) — wk+1H < o0 by Theorem 3.1.

Combined with Lemma D.5 and the fact that Ve > 1 : Zfi 1176 < oo, we get

—1
t 2 t1 2 . u u 2
PO = 5 5 (sl
u=t1 k=0
t—1 K—1

- (20, =T o iy =

) <o

Hence Hr,(ct) H is bounded.

D.2.1 PROOF OF LEMMA D .4

—1 k
KZ E Z Qg + ; Z Qg

u=1l " seS5u) s€S®
L5 1M t—1
1 1 k
S S D IR I SIS DT S
u=1 seS(w) u= LMlJM+1 seS ) seSM®
LtMlJM
=K Z Z asts +m'(t, k)
SGS(“
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L5A) [ m 1 ] /
=K uz::l vz::liu—kM(u—l) Sezs;v)asms +m'(t, k)
M L5 1 ] /
= K; ; M= SEXS(:U) asxs | | +m (¢ k)

Note that m/(t, k) and m/ (¢, k + 1) — m’(t, k) are both O(¢t~1) forall k € [0

L5

1
Z v+ M(u—1)

u=1

: K — 1]. For every v,

— 1 < M
M Z Mu? 4+ (v—M)u Z s
L u=1 seS)
4 t—1 L] 1- &
= M log (M) +v+ O(t_l)) + Z M2 n (vl\f M)u Z Qg
L u=1 s€S(v)
| 1 t L&) 1- =
= |37 <1Og (M) +7+O(t_1)> + > Yo (Uj‘i i > o,
u=1 se€S(v)

where in the last three equality, we use the fact

t
1
> = logt+~+ O™ )

u=1

log (t) —log ([t]) = O(t™")
log (t) —log (t — 1) = O(t™1)

1—x

1—

where ~y is the Euler-Mascheroni constant. Since 1 < v < M, Mu2+’(v1viM)u < w?. Therefore,
Do Wm converges with a rate O(t71).
L5 | 0 1w 00 "
Y i L e Y e
< Mu? + (v —M)u « Mu? + (v — M)u =t 1Mu2—+-(v—M)u
u= u= u= % +
=3 s O
— Mu?+ (v— M)u
Hence,
M U5 1
K S S
D DoEe— S
v=1 1 s€Sw)
_K 1ogi—|—7 Zaaz +K§i L= Z asxs | +m’”(t)
M M o Mu?+ (v—M)u o
seS v=1u=1 seSw)
K t M oo 1 v
= — | log — 1 K M T ac
1\4(0gM+7>wJr ;;MUQJr(UfM)u gﬂ)‘”’ +m”(t)
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_ K A K . 1
= Mlog(M)w+Mw+m (t)

. ~ [eS) 1—- % _
where W := yw + MZS/; Yoot S TEES Ve (Y sese asts), and m/ (t) = O(t™1).
Finally, forall k € [0 : K — 1] let

KZ Zasxs—kfz:aws——log(]&)w—%w

um1 ¥ sestw ses®
and

mi1(t, K) :=m(t+1,0)
Then mq (t, k) = m/(t, k) + m”(t) = O(t~1), and

Vke[0: K —1]:my(t, k+1) —my(t, k) = Zaazs—Ot_)
SGS(t)
mi(t+1,0) —my(t, K — 1) Z Qs — —log(l—i—t_ Y = Ot 1)
SGS(t)

D.2.2 PROOF OF LEMMA D.5

We use Assumption 3.4 here. That is, there exist positive constants ji, (4—, and % such that Vu > u :

(1 — exp(—p_w))e™ < —0(u) < (1 + exp(—pru))e™
By definition,

t—1
. ) (1) M 1 k N
VEe[0: K —1]:r,’ =w, — KE u g asms—i-? E asxs | —log Kw — w + w

u=1 seS(w) seS(t)
(t) _ .(t+1)
Tk =To

Then forall k € [0 : K — 1], we get

(t) ® _ () (t)
Tht1 =Tk = Weyr — Z AsTs
SES(t)
M
=-"n Zf’:c wk s—ﬂ Z Qs
sel(t) seS )
_ 7 (t) _ /' (t) %
= Z (:cwk)s Z n(mwk)JthOzg Ts
seI®M\S® seS®)

Hence,

T M
(rffll r,(:)) rl(:):—n Z U (x, w,i))w;rrlgt) Z {nf’(w w,(c))—I—Ktas} w;—rl(f)

sEIM\S®) s€S®
K M
=-n >, (1og(M )z, W+ f my(t, k) + W + @ r(t)) ol rl
SEIM\S®)
(19)
K M M
- Z {7761 <10g(Mt) f ma(t, k) +$13 w+ T, ’I’,(C)) + Kvtag} :zstr](f)
seS®)

(20)
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The behavior of each term can be analyzed when stage ¢ is large. To achieve this, we first characterize
five stages.

ts = min{t' |Vt >t Vke[0: K —1],Vs e I :z]w) > u}
te :=min{t' |Vt >t Vke[0: K —1],Vs e I: 2] w” >0}

M
t7 :=min{t' |Vt >t Vk e [0: K —1],Vs € [ : exp (—a:Tml(t k)) <2}

=

f%a:—rml(t k)

o~
o]

=min{t' |Vt >t ,Vke€[0: K —1],Vs €I :exp

=

1
to :=min{t' |Vt >t/ Vke [0: K —1],Vs € I: exp( p wTw,it))gf}

Such t5 ~ tg exist since Vs € I,Vk € [0 : K — 1] : limy_, o0 4 w(t)

Vk e€[0: K —1]: lim¢, o ||mi(t, k)| = 0 by Lemma D.4.

= oo by Theorem 3.1, and

Then for all ¢ > max{ts, ts, t7, ts, tg }, the first term (19) can be upper bounded as below:

—n Z (g wl(f))w T‘](C) < -7 Z (g w,(:))w r,(:)

sCIM\S® seI\s®
m:r,(:)>0
<n Z (1 + exp(—u+xzw,(€t))) exp(—x, w,(:)):cTr,it) t>ts
seIM\ 5
mjr,(:)>0
K M
<n Z 2exp ( log(M Yl b — fmel(t, k) —ax]w— sr:Tr,(:)) T r,(f) t>tg
seIM\5®
m:r,it)>0
K.+ Mt T\ T,
< Z 205 €Xp (—log(Mt)a:S - my(t, k) —x 7, | T, Ty (1)
Sel(i)\s(ﬂ)
T (f>>0
K M
< Y 2w (-losgoelo - relm(eh) @
seI®\g®
acTrg>>0
K . ..
< Z 4o, exp —log(Mt)a:S w t>t7
se](t)\s(t)
:tTr,(ct>>0
(23)
Kt\ ™’
< AN (= 24
< 4N (max ;) ( M) (24)

where in (21) we use the definition of b, in (22) we use the fact Vo > 0 : z exp(—2z) < 1, and in
(24) we use Vs € I \ S . m;rfu} > . Now we examine the second term (20). Given ¢t > t5, it can
be divided into two cases.

1+ exp(—pyx, w,i)) exp(—x, wl(f)):c—rr,(:) if x

B 1—exp(—u,:c;rw,(€)) exp(—x?w,i)):c 7‘,(:) if x] (t) <0

T (t)
>0
—l'(z, w,it))m r,(f)

For each s € S, define A" sk @S
4D 1+ exp(—p4x, w( )) ifx]r (t) >0
A exp(—,u_:BSTw,(c ) ifalr (t) <0
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Then, we can use

(@] w)elr? < Aitzc exp(—a] w )z r?

inany s € S,k € [0 : K — 1]. Therefore the second term (20) is bounded

- Sgﬂ {775/ <log (]\[;t) + %w;rrm(t, k) +alw+ ac;rrl(f)) + []\éas] "BZTI(:)

< Sezs;t) [UASL exp <—1og (Alift> — %m’zml(t, k) —alw—x, ](Ct)> -~ Kta“’} wsTrz(:)
R Z [Ai?ﬂffi op (Affm?mdu B)-al mi“) < } z

= sezs;t) %O{s {Agti exp (—]\[;[:c;rml(t, k) wjr,i”) 1] a}Tr](:)

Now we analyze each s € S by dividing into cases. Note that | Fxlmy(t k)| = o(t™5F¢) for
all € > 0. Therefore if we set i = min{u, u_,0.25}, then |%w;r =0

3
=
—~
\‘TF
=y
~

1. if0 < :cSTr,(:) < Cqt~ 03¢,

M M
—a, [Ait?C exp (—Kw;rml(t, k) — a:;rr,(f)) - 1} ac;rr,(f)

Kt
M
< {2 exp <—Kw;rm1(t,k‘) - a:;rr,(:)> - 1} w;'—?“,(f) t > tg
< {4 exp (—:cjr,(:)> - 1} :csTr,(:) t>tr
AMCr7 1 _o5i
< ) =T -1-050
(o)

The last inequality holds by the case condition 0 < w;—'r,(f) < Cpt= 050,

2. if —Crt=0% < 2T < 0:

M t M t t
% {Aii exp (—szml(t, k) — :JcsTfr,(€ )) - 1} acST'r,(C)

T,.(%)
T, T

M t M t
= 750 [1 - Ag;c exp (—K:c;—ml(u k) — w;rr,(c )>}

M t M 055
< —Ktas zcsTr,(c)‘ < —Ktozs - Oyt 050
MC7 1 _o55
< ,) =100
< (m?xa ) e

3. if Cpt 7050 < a:sTr,(:):
Here, we first examine ASL

Aiti =1+ exp(—,quw;—w,(:))

K
=1+exp (—u+ <log <Mt) +
<l+e — lo Et +
< Xp | —H4 g M

K
<1+ 2H+ exp <u+ <1og <Mt>

<14 Cgt ¢+

xlmy(t k) +zlw+ a:jrfﬁ))

=E =2

xlmy(t, k) + :njlb))

mjib)) [
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Therefore,
M t M t t
% {Agi exp (—Kw;rml(t k) — :l:—rrl(€ )) 1} :ET’I“IE)
M
< { 14 Cgt™H+) exp (—K$;rm1(t,k) wTr,(:)) 1} :c;rr,(:)
M .
S { (1+ Cst#+) exp (szml(tv k) — 07150‘5”) - 1] wTT/(gt) (25)

Since t > tr, —%w ma(t, k) < 1. Now we use the fact Vo < 1:expz <1+ z + 2%
M M M 2
exp <—Ka:;rm1(t, k)) <1- ?mZml(t, k) + (chSTml(t, k)>
exp (—Crt™%%) <1 — Cpt ™50 4 Gt
Then we get

M _
(1+ Cst™#+) exp (—Km;rml(t, k) — C7t_0'5“>

2
< (1 - %xjml(t,k) + (Z\Ingml (t,k)) > (1 — Crt ™03y 4 o(t1+)

M -

M 2 _
<1- ijml (t, k) + ( Tmi(t, k)> — Ot OPH L o(tH+)

=

<1 — Crt™ 05 L o(t™H)

where in the last two inequality, we use | L lm(t, k)| = o(t™H).
Finally, Equation (25) is bounded

M M _
% {(1 + C’gt_‘“f) exp (—Kw;rml(t, k) — C’7t_0'5“> — 1] T, r,(:)

M N _
< % [—Crt™ 0% 4 o(t~H)] wTr,(:)

Since —C,t~0-%% decrease to zero slower than the other term, Ity > max{ts,tg, t7,ts, to } such
that for all ¢ > ¢, the last term is negative.

4. 1f:1c—r ()< —Cpt 05k,

Since mTr,(C) < 0, it is enough to show that A( kexp( Laxlmi(t, k) —x r,(:)) > 1

for sufficiently large t. Note that Agtk = 1 — exp(—p_=x, w,(f)) > 0 since t > tg. If

exp (—wlr,@) >4,
M
Aﬁtl exp (—K:c;rml(t, k) — 7'19)
M
> 4(1 — exp(—p—z] w})) exp (—K$;rm1(t»k)) >1

The last inequality holds by ¢ > max{ts, to}. Now, if exp ( alrl >) <4

K M
Agc =1—exp (—u (log (Mt> + Ka:;rml(t k) + :13 W+ T Tyl )>)
4Kt H M
1= (7)o (o (st + o))
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SKt\ H-
>1- (M> exp (—p_x] W) > 1 — Cot ™+~ t> tr
Also, by the fact Vo : expx > 1+ =z,

M M
exp (—K:L'STml(t, k) — ac;rr,(f)) > (1 - fac;rml(t, k)) (1 — mTr,(:)>

Combined with the former inequality,

M
A(:;c exp <—Kac;—m1(t7 k) — w;rr,(f)

> (1= Cot™#) (1 - %mlml(t, k)) ( wTr,(:)>
> (1= Cot™=) (L+o0(t™")) (1 4+ Crt™"5%)
=1+ Crt 05 — o(t™H)

Since C;t~0-%# decrease to zero slower than the other term, 3t > max{ts, t4, t7, t3, to } such
that for all ¢ > t_, the last equation is larger than 1.

To sum up, there exist C, Cy > 0, > max{t,,t_} such that for all t > ¢.
(r), =) Tl <Ot 4+ Cot™ 09 Yk € [0: K — 1]

Now we consider special cases to finish the lemma. For any €2 > 0, the following analysis holds.

1. Ifzc ( ) > €y >0
Slnce hmt_mo m1(t, k) = 0, there exist ¢} > max{t,,¢_} such that V¢ > ¢7,Vs € S,Vk € [0
K —1] |Ma:Tm1(t k)| < 0.5€2. Also since lim;_, o w(t)
that Vt > % ,Vs € S,Vk € [0: K — 1] : exp (—,tura::w,(c )) < exp(0.25¢3) — 1. Therefore for
t> 1,

— 00, there exist tj_ > t7 such

M t M t t

% [Agi exp (—Kw;—ml(t,k:) —x, r,(c)> 1] T, r,i)
< T [(1 + exp(—pyx w,(c))) exp(—0.5¢2) — 1} x, r,(:) t >t
< % (exp(—0.25e5) — 1) r,(c) t >l

M 1
< min s (exp(—0.25¢5) — 1) €y = —Cifl

2. If :cTr(t) < —€y <0
Again, since lim;_, o @ w(t) — 00, there exist t* > tf such that Vt > t* Vs € S,Vk € [0
K—1]:1—exp ( . :I:Tw( )) > exp(—0.25¢3). Therefore for t > t*,

M M
—a, {Agc exp (—szml(t, k) — :cTr,(:)> 1} :I:T’I”]gt)

Kt
M _ _ T oy () _ (t) *
< 1 1 —exp(—p_z)w”)) exp(0.5e2) — 1|z, 7, t >t
M _ T,.(0) *
< T (exp(0.25€2) — 1) g 7}, t >t

M 1
< —mina,— (exp(0.25¢) — 1) eg— = —C” ¢!
s K t
In conclusion, for any €; > 0, if HP’I"](:) H > ¢; and S® # (), then

(PT“;S)TTI(:)‘Q = |S%t)| Z ‘mjpr]gt) i
seS®)

max |(xr,r
seS(t)

= max
seS(t)

T (t)’2
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2 1
= 50

1
= 150

2
orin(Xs) HPTz(f) H omin(Xs)el

t>| HXS(t)PT’(C)

where X gy € R%*15“ | is a matrix which has {zs|s € S®} asits columns. By Assumption 3.2,
Omin(Xg(») is non-zero. Therefore, for all ¢; > 0, 3t*,C5 > 0 such that if HPr,(:)H > ¢ and

S®) £,
=T < Oyt Vi > " ke [0: K — 1]

D.2.3 CONVERGENCE OF p(t)

Theorem 3.2 only shows boundedness of p,(:). Yet, if additional mild assumption on data is given, it
can be guaranteed for p( ) to converge to the particular vector.

Assumption D.1. Support vectors span dataset. That is, rank{x; : i € S} = rank{x; : i € T}.
Proposition D.6. Under the same setting as Theorem 3.2 with an additional Assumption D. 1, the

“residual” converges to lim;_, p,(f) =w,Vk € [0: K — 1]. Here, W is the unique solution of the

following system of equations
Vie S:nexp(—x w) =, (I—P)(w— w(()())) =0,

where P € R4* s the orthogonal projection matrix to the space spanned by the joint support
vectors indexed by S.

We set P = I — P for the convenience of proof.

Proof. By the definition of pg) =w+ Xm(t, k) + r,(f), it is enough to prove lim;_ 7',(:) =0.

First of all, since w,(:) = log(Lt)yw +w + Hmi(t, k) + r,(;),

_ _ K - _
pr = pw — log(57t) P — Pw —
_ K _ _
= Pw” — log(5 ;1) Pt — P

= Pwéo) —Pw=0

The first line holds under the Assumption D.1 since V£(w) is a linear combination of the columns of
X . thatis, VI < t : PVL® (w) = 0. Remaining lines are true by the definition.

Second, we get to show Pr,(:) — 0. By Equation (18), lim7_, Zthtl ! Hr,ﬁl -7 (£) H
Cy. That means Vk € [0: K — 1] : limp o0 Hrg_)l r’(fT) H = 0. Therefore, for any €q, there exists

to > 0 such that ‘ 7“1(;)-1 — r,(:)

< S forallt > ty,k € [0: K —1]. As aresult,

k
?60 > HP’I"I(:)

k
— e

P (t)
H "o K

[

Fort > max{tl, t2, 5*}, if
By Lemma D.5 (2),

‘Prg”H > € +egand SO £ (), then Vk € [0: K — 1] : HP’I‘I(:)H > 6.

mK—
Vm e [0: M —1] Z P TR(® < KOyt~ 4 Ko (Cyt =0 + Oyt~ 17050) |

||P4Jr

Since ¢! decrease to zero slower than ¢t =% and t~170-5%  there exists t3 > max{t;,ts,t*}, C4y > 0
such that —K Cst™! + Km (C1t 7% 4 Cot=170-%#) < —C5¢~. To sum up, for any g, €2 > 0, there
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exists t3 > max{t, o, 1"} such that if HPr(gt) H > €y + € and S(D) £ (), then

t+m K—1
Vme 0 M —1]: 3 3 (@ — e Tl < 05t

u=t v=0
Now, define two sets foreach k € [0: K — 1]
Tr = {t >t3: HPT,(:)H <e+er}

T = {t > t3: HPT,(:)H >e+e}
We will finish our proof by showing 7, is finite.

First, every 7y is not empty nor finite. If there exists some k' that 7, is empty or finite, then
Ftimax € TL. Then

2 2 2 2
(t) (tmdx) _ (t) (tmax)
HPTO — {40 =T || —[|To
t—1 1
_ 2l _ (u
= E : k+1
U=tmax k=0
t—-1 K-1 ) -1 K-1
_ T (u)
= [HrkJrl - Tk: } +2 E , Tk+1 - Ty
U=tmax k=0 U=tmax k=0

<Cy+2 Z Z (r,(:fgl r,(gu))Tr,iu) + (r,(;fil - r,(;f))Tr,(;)
U=tmax \ kZ£k!
<C C 2 ’l"(u) _ ,,.(U) T,,.(U)
< Cy+Cp + (Thris p) T
tmax <u<t—1
S(u)?g@

< Cy+ Cs —2C5 Z ut
tmax Su<t—1
590

The first inequality is true by Equation (18). Other inequalities hold by Lemma D.5. As ¢ goes
infinity, the upper bound goes to negative infinity. However, it contradicts to the fact that Hré )
bounded.

Before we move on the final step, note that lim_, o, ZtT:tl kK;Ol Hré?_l — r,(f)

t K-—1
53 e, ot

u=t; k=0

= Cy implies

= Cy — h(t)

where h(t) is a positive function monotonic decreasing to zero.

Now, assume that there exists some k' that T}, is infinite. WLOG, we set k' = 0. Since 7y is infinite,
for any t € 7T there exists ¢/, ¢ € To such thatt € [¢' + 1, — 1] C To. We divide it into two cases:
Forallt € [t' +1,t" —1],

2 "2
L if |[t + 1,4| < M, then HPrff)H < HPrét )H + Meo < (M +1)eo + €.
2. if [t 4 1,t]| > M, let t* = min{u € [t' + 1,t] : S®) # (}. Then

5 t—1 K-1 w w2
u u
3P [H%H ~ |t ]
u=t* k=0

2 *
[P = e
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e ol K-l
S LCHEDYS [Hr,azl—rk +2(rlfh - i)
u=t* k=0
) t—1
= HPTO —|—h( )+2 Z Z [rk+ - u))—r (u)]
u=t* k=0
t—1—t*
l=—r— 1

< (M 24 h(t) —2Cs e
_( €+ €+ €1)° + () go Mo+t

< (Meg + € +€1)? + h(t)

Since h(t) is monotonic decreasing function, for any €5 > 0, there exists ¢4 such that V¢t > t4 :
h(t) < €9.

2
Therefore, Vt > max{ts, t4} : HPT(()t)

it contradicts with the assumption that 7y is infinite. O

< (Meg + € + €1)% + €2. Since it holds for any €, €1, €2,

D.3 NON-ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 3.3)

In this section, we show non-asymptotic loss convergence, as stated below:

Theorem 3.3. Under the same setting as Theorem 3.1 with an additional Assumption 3.5, for any
me[0:M—1]andk € [0: K — 1], we have

0 . 2
S S w —wlnJ D

J 2K J J
m—1 k
; L;| —|5; 7 ([ Im] = [Sm
+<1_|S|+zlzo (il = 1Sil) + £ (1m| ~ | |>>€<an]>,

J

where 0 > 1 is the second margin defined in Section 3.1, and

. 4Umax (0) nKO’?naxﬁ NK o max (0) 2
Dr=—4 (ﬁ(“")) <1+¢(1—nMKomaxﬁ) ¢(1 —nMKo2,.B) Hw(“’" )H '

Three major lemmas are used to prove Theorem 3.3. The first lemma is an extension of Lemma D.1.
When M tasks are given cyclic, the following lemma holds.

LemmaD.7. Lett e Nl € [0: K —1],me[0: M —1]andk € [0: K —1]. Ifm =0, then
>k Ifm =M, thenl < k. Forany t,l, m, k satisfying the condition,

m—1
le(tJrM) _ w,(f) +n ((K —k+ 1)V£(t)(w,(f))K Z \V/RG0) ('w,(f)) + v Lttm) (wl(ct))> H
i=1

772(mK +1— k)KJmaxﬂ

VLM,
_¢{1_77(mK+l_ )maxﬁ} ( k)
(t+m) ) nKUmax (t)
[ = sammr ey [7ee0]
3
(t+m) (t) < T}Ka-maxﬂ @)
Hw(“’l )= VL(w H ST —n(mE + L — Ryonpy IV AR

Proof. We omitted the proof since there are only a few changes from the proof of Appendix D.1.1. []

The second and third lemmas represent two similar versions with respect to the common Gradient
Descent setting, and Continual Learning setting.
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Lemma D.8. Suppose L is convex, and there exists 5 > 0 so that 1 — nfB > 0 and weights
(wo, ..., w;) by wjyr = w; — NV L(w;) satisfy

Llw;s1) < L(w;) =0 (1= n8) VL w))|?
Then for any z € R?,

t—1 i—1
n
2 0 (Llwy) = L(2)) = Y = (L(w;) = L(w;11)) < Jwo — 2||* = [[w; — 2|
i=0 par R
Proof. See Appendix D.3.1. [

2
max

: 1 1 . (0) (0) (1) (MJ+M)
mln{m,m}andwelghts (wg 'y oWy, wy W)

nvL®) (wép)), w(()p+1) = wg) satisfy, forallm € [0: M — 1] and k € [0: K — 1],

2

Lemma D.9. Suppose L is convex, o2 . 5-smooth function and there exists 3' > 0 so that n <

by wgﬁ_)l = w,(lp) —

E(w,iﬂjjﬂ\'H"l')) < E(w](cﬂxfjvﬂn)) o 77[{ (1 o an/)

‘vz(w,@"”’")) H

Then for any z € R,

J—1
23" K (ﬁ(w,gMj+M+m>) - L‘(z))
j=0

MMKob B = 1K (Mj+m) (Mj+M+m)
L KRB 25 T g (L)~ L)

2 2
S e e

Proof. See Appendix D.3.2. O

Note that Lemma D.9 holds only when jointly separable tasks are given cyclic, while Lemma D.8
always holds.

We follow the process of Appendix D.1 to show that it satisfies the condition in Lemma D.9. Since £
is a 02, 3-smooth function, Forall j € [0: J — 1],m € [0: M — 1],k € [0 : K — 1] we get

max

. ) 2 . . 2
Mij+M+m Mij+m O—maxﬁ Mij+M+m Mij+m
E('w,(f J ))fﬁ(w,(c J ))772 H'w](g J )f'w,(c +m)

< VE('UJI(CMJer))T (wl(ch+M+m) _ w](CMj+m))
= VL) T (@M (M e 2w ) VL)

. 2 . . . .
<k Hv[,(wl(CMjer))H n ch(wéMﬁm))H le(CMjJrMer) _ wlng+m) " nKVE(wff””’”UH '

By Lemma D.7,
. . 2 K)2 . 2
[(MIHMAEm) oo (Mjtm)y Tmax (1o max Hv£ (Mj+m) H
ok )T T T G Mo Y )
. 2 2MK20.3 ﬁ Mi 2
< K H I (Mj+m) H n max H r (Mj+m) H )
S TR VR G AR g 1V

] 1
Given that n < IMKoZ _B*

max

L(w](CMjJrMer)) B L’(w,(cher))

Ma-fnaxﬁ U?naxﬁ (Mj+m) 2
e R e e Rt e I K

41



Under review as a conference paper at ICLR 2025

2 max 3 i+m 2
. 2
V(M)

=K (1-nKp") , (26)

M max )T
where we set 3 := W*"—Z)"mxﬁ

Since Equation (26) holds forall j € [0: J —1],m € [0: M —1],k € [0: K —1]andn < 1/2K '
is given, by Lemma D.9, we get

9 ZUK ( MJ+M+m)) _ L‘(z))

)M Koy, 8 = nkK (M j+m) (Mj+M-+m)
B)2 ]Z (ﬁ(w ) — L(wy, ))

¢ (1 _nMKo-max 1 _T}Kﬁl k
2
g e e @
1 (Mj+m)y - .
Given that 7 < min{ 721\41{50 s 75+ and L(wy, ) is decreasing,
2nM Ko, .. B nkK ( (Mj+m) (Mj+M+m)
max . L J _ J
d) (1 _77]\4']:{0-maxﬂ)2 1 _77K5' (wk ) L(wk )>
802, Mjt+m Mj+M+m
< i (L) - L)) sy
Also,
801211ax MJ+m MJ+m 8Ur2ndx
B nKL (w) (MTFm)y L onKJL(w M)y - 5 nKL(w(™)
802 .. MJ+m ! Mj+m 8a r2nax
< =K LwMT) 2K S L) — S L (w))
j=1
J—1 4 ,
_ 2nKZ£(w;MJ+M+m) . max KZ ( (M]+m) E(wl(chj+NI+m))) . (29)
j=0

Combine the result (27), (28) and (29), we obtain

K] (ﬁ( (MT4m)y E(z)) +8o§;ax K(/:( (M1+m))_£(wl(€m))>

< QZUK( MJ+M+m)) — L(z )) m'lx KZ ( (]V[j+m —ﬁ(w](ch+M+m))>
= H“’km _ZH Hw(MJ+m) zHZ' (30)

Now we examine the loss change in a cycle. Forany j € [0: M —1],1 € [0: K — 1],

2
j namaxﬁ j 2
£5(w)) < £5(w) —n(1 = 2725y |92 )|

Since 1 < W’ Ej(wl(j)) decreases. Therefore forany p € [0: M —1],q € [0: K — 1],
q
2g(Ly (wl),) ~ £ <23 (Lo(w”) — £,(2))
q—1 - qg—1
=23 (Lp(w) ~ £,(2)) + 23 0 (Lp(wDy) — £,(w))
1=0 1=0
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q—1 t—1
<257y (cp(wl(p)) - .cp(z)) -3 _”nﬁ (ﬁp(wl"”) Ry (wf_’i)l))
=0 =0

2

2
<o ~of - o -

where in the third line, we use 1—177 5 < 2, and in the last line, we use Lemma D.8

By summing up, we obtain

m—1

Z 2K (Lp(wgf)) — £p(z)) + 2nk <£ (w ,(Cm)) — Em(z)) < Hw(()o) - zH2 Hw(m) sz.

p=0

€}y
At last, Lﬁ(w(m)) is bounded by E(w(()o)) as follows:

2 2
L) — L) < VL) (wf - ) + P22 | )|
2
< (et ol ) ol -

ﬁKUfnaxﬁ nKUmdx (0) 2
= (l T nMKomaxm) s |7ew@)

— Dy Hmwg%) : (32)
where in the first inequality we use smoothness, and in the second inequality we use Cauchy-

(m) . (0) 0K O (0)
~ wf H < priiems ch(wo )Hheld
NKomax

d(1—nMKo3,,,. B)

Schwarz, and in the last line we use the fact H'w

by Lemma D.7. We set D := (1 + 3= ;(M;(G-B )

Combine the result (30),(31),(32), we obtaln

L(w ;(CM”m) Zg J ?L (2)
4aszs<wa>>+Douw<ws°>>|r fot? o
- ®? J K.J

Let z := wlog J. Using £L;(wlog J) < |S;|¢(log J) + (1| — |S;|) £(6log J), we can finish the
proof.

D.3.1 PROOF OF LEMMA D.8

This is a well-known property about gradient descent applied to a smooth convex objective function.
We contain the proof for completeness.

Suppose L is convex, and there exists 8 > 0 so that 1 — 78 > 0 and weights (wy, ..., w;) by
w;t1 = w; —nVL(w,) satisfy

L(wj1) < L(wy) = n (1= nB) VL w))|*.
For any j and z € RY,
lwjn = 2|* = Jw; — 2| + 20(VL(w;), 2 — w;) + 5 | VL(w,)|*
<l |* + 20(£(2) = L(w;)) + 17 ||V£(w])||
<l |* + 20(£(2) — L(wy)) + 773 (L(w;) — L(wj11)) -

where the first line comes from convexity and the second 11ne comes from the condition. By adding
all j € {0,--- ,t — 1}, we get
t—1
n 2 2
237 (£(wg) — £(2) = D = (L) = £(wj0)) < o — 21 — e — 2]
j=0

Jj=0
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D.3.2 PROOF OF LEMMA D.9

Without loss of generality, we assume m = 0,k = 0.

Suppose L is convex, o2, 3-smooth function and there exists 3/ > 0 so that n <
. 0 0 1 Mt+M
mm{iﬂﬂ(}72 - 721%/3’} and weights ('w(() ), . wg() 1,'w(() ), . w% 1 )) by wé’jr)l =w (p)

nVLP (W), wPT = w'P satisfy

. . . 2
L) < Lwf™) =k (1= K8 || VL@ )|

For any j and z € R?,

Mj+M 2 Mj g Sy ;
e =] Hwé Do X Y VW) - 5
p=0 ¢q=0
_ M-1K—1 _ M-1K-1 '
S CREE IEYD DB SRS R DOl DAY
p=0 ¢=0 p=0 ¢=0
‘ M—-1K-1
= Hw(()MJ) - z‘ +20 D (VL (wiMITP)), 2 — aw(MItP))
p=0 ¢=0
M-1K-1 4 4 M-1K-1 ‘ 2
+2n <V£p(w‘(1M]+p))7w((1Mj+p) (MJ) Vﬁp(wéMJ+p)) (33)
p=0 q=0 p=0 q=0
By convexity,
M-1K-— M-1K-1
Z Z (VL (wMIHP)) 2 — wMitP)) < KL (2 L, (w(MITP)),
p=0 ¢=0 p=0 ¢=0
Apply smoothness on (33), we get
4 5 4 M-1K-1
”wéM]+M) - zH - Hw(()M]) - zH <2nKL(z)—2n Z Z L, (w{MItP))
p=0 q=0
M-1K-1 M-1K-1
+2n Z Z (VL,( MJ+ZD)) (Mj+p) Z Z VL, w(MJ+p)
p=0 ¢=0 p=0 ¢=0
By 02, 3-smoothness,
M-1K-1
Z Z (Vﬁp(wéMﬁp)), P ngj“’))
p=0 ¢q=0
M-1K-1 M 1K—
> Ke(e) - X 3 gyt - B 55 [ wprion|
p=0 ¢=0 p=0 ¢=0
Apply smoothness on (33), and let z := w(()Mj M) then we get
. . 2 ,
0> Hw(()M]) _ w(()Mj—i—M)H n 2nK£(w(()]\/f]+JVf))
M-1K-1 4 5
— 2 Z Z L(wMIt)) _ o2 3 Z Z H (Mj+M) ((JMJ-HD)H
p=0 ¢=0 p=0 ¢=0
M-1K-1 M-1K-1 2
‘ ‘ M ,
230 D (VL) — ) | 30D VL, wt )
p=0 q=0 p=0 ¢=0
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Combined with the smoothness result,

, 2 , 2 .
HwéM]+M) - zH - Hw(()M]) - zH <2nKL(z) — 277K£(wéMJ+M))
Mj Mj+M) || S e ; 2
= |l = O o2 DTS [ — wfe|
p=0 q=0

, ‘ ‘ )
< 2mKL(z) — QT]K[,(w(()MJJrM)) _ Hw(()MJ) _ w(()MjJrM)H

, , 2 M-1K-1 . ‘ 2
+ 277MKUr2naX5 Hw(()MJ) _ w[()MJ+M)H + 27701211%5 Z Z Hw(()M]) _ wéMjﬂ))

p=0 ¢q=0
(Mj+M) s AN e L) )|
< 2K L(z) — 2nK L(w, )+ 200 .. B Z Z wy Y —w, ,
p=0 ¢q=0
where in the last line we use < m Finally, by Lemma D.7,
. 2 . 2
i —of = e -
L 2773MK3U4 Jé] (M) 2
< 2K (£(2) - LwlMH0)) + max HVE(w j )H
0 ¢2(1 — M K02, 3)? 0
j M Koy, B nk (Mj+m) (Mj+M-+m)
<2K(£ iy ‘M”””)— max (,c MY _ (M m).
= 27 (Z) (wO ) ¢2(1 . HMKUI%IaXB)Q 1— HKB/ (wk ) (wk: )

By adding all j € {0,---,J — 1}, we can finish the proof.

D.4 FORGETTING ANALYSIS (PROOF OF THEOREM 3.4)

We prove Theorem 3.4 here, which is restated for readability.

Theorem 3.4. Ler {(u) = In(l 4+ e™™) be the logistic loss. If the learning rate satisfies
n < min 9 537 Klﬁaﬁmx’ IKBoT, dxf’]\z p— }, then the cycle-averaged forgetting CF (J) for cycle J
satisfies the following upper and lower bounds:

N, - N,
—UK'L(J)2'MSC]:(J)SUK-L(J)2~ 2pta .
M M
where

1 17| — |9 1\ wl® =@ g2 In?J

L(J) =~ il R R D, =
(J) 7 <(|S+ = +J + K + Dy O 7

Npg = Z a:;ra:j > 0, Npﬂ = Z a:;r:cj < 0.

(i,4)€lpx1q (1,5)EIlpx1q

Zl:,;ril:]‘>0 m:mj<0

By Theorem 3.3, loss on cycle J is bounded as
LMY < L))

where

2
0 N
1] —|S| 1 Hwé ) —wlogJH
( +

1
402 2
Dy 1= i (L(wg°>)+po VL) )
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Therefore, the following holds:
Vsel,Yme[0: M —1,Vke[0: K —1]: o]w™™ > 1 (L)),
Now, we analyze the change of each task in one cycle. For upper bound,

MJ+M MJ+m
Lo (w7 = £, (™)

M—-1 K-1
<1 30N VLu(wMT) VL, (wM ) (34)
p=m+1 ¢q=0
M—-1 K-1
S0 X XY el el
p=m+1 ¢=0 (i,j)€L, X1,
x] x;<0
M—-1 K-1 )
SIS D [ G ¢76))) | D WA (35)
p=m+1 ¢q=0 (1,§)ELm x I
a:;ra:j<0
M—1
<KL D ). ww, (36)
p=m+1 (i,5)€Ln 1T,
:c;ra:j<0

where in (34) we use convexity, in (35) we use the condition that ¢’ is a negative function mono-
tonically increasing to zero. (36) holds by the fact Vz : ¢/(z) = fo5'(z) > —exp(—z) and
Va : €7 (x) = fog () > —log(z). Likewise, we can get a lower bound.

Lon(w (MJ+M)) Lon(w (MJ+m))
—1

M K-—1
> Z >, VEm( wM )TV L, (wiMH))
p=m+1 q

M—1 —
- Y Z S vl wMT e (@] w2

>

p=m+1 q=0 (i,5)€l,, X1,

ac;racj>0

M—-1 K-1 )
> 3 Y et Y ala

p=m+1 ¢q=0 (4,5) EIm X I

a:;rwj>0
M-1

\Y
4
=
h
S
[\v]
(]
(]
8
B

p=m+1 (i,j)ELy, X1,

z] @;>0
Define
o— T . \/ — T .
Np,q = § x; xj, Npq = E Z; Lj-
(i,5)€lpx1Iq (4,)€IpxIq
:c;r:cj>0 w?wj<0
Since
M-1 M-1
T _
E: §, z‘wj—E:Np,qv
=0 p=m+1 (4, j)GI xIp p#q
z] z;>0
M-1 M-1
T _
E E E €L; Tj = E :Np,qv
m=0 p=m+1 (i,5) €ELn xIp P#q
w:r:c]<0
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we can conclude

—nKL(J)*-
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E PROOFS FOR SECTION 4: RANDOM TASK ORDERING, JOINTLY SEPARABLE

E.1

Let us restate the theorem here for the sake of readability.

ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 4.1)

Theorem 4.1. Let {'w;it)}ke[o:K—l],tzo be the sequence of GD iterates (2) from any starting point

(0)

wg ), Where tasks are given randomly. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

n < /304

, then the following statements hold with probability 1:

1. Loss converges to zero: lim;_, o, L:(w,(C )) =0,Vke[0: K —1].

2. Every data point is classified correctly: lim;_, o, ; w(t) =0,Vke[0: K—1],ie L

3. Square sum of the change of weight is finite: y .= , Z

Since £ is a 02 3-smooth function, we get

max

E[£(w))] ~ E |[£@w()]

Hwk+1 - wk ||2 < .

2 2
< B [V (wf], - w®)] + 22E [Hw;;gl 0 ]
i - 2
=E |E {V[Z(w,(f ) (w,(f)rl w,(:)) \ w,(f)_] + Lﬂ;"ﬁE {Hw,(fll - w,(f) }
) 2 2
~E[E [vc(w,(j)) (w), —w) | w! } + #ﬂ%@ S0 (@ w)a,
. sel
_ . 2 g 2
n (t) O max (t)
= 7M]E _ VL(w,”) | +T772]E ;z (x)w”)z,
N NI Ufnaxﬁ t
<37 | VL(w)|| | + TR Ze; 200 @] w!)] 1
_ 71]}3 [ Vﬁ('w(t)) 27 n O';lnaxﬂ 2ZE [(Z(t))ﬂ E [6’(:{: w(t)) :|
TTM| k ] 5 — s k
n [ (t) 2] rnaxﬂ 2 / (t)
:_M]E VL(w,”) E Zé zlw,)?|,
- - sel
where zgt) is a variable which is 1 when x; is in the task on stage ¢, or 0 otherwise. The second

inequality comes from the fact VA, € R : HZseI /\sar:SH2 < Omaxy/ Y

By applying Lemma D.2, we obtain

4
(l—n”

) [Hv,c

©) _Yim,_, o E [c(wg“)}

2
sel )\

?)e | [vewi]
-

ML(w”)

max

202
(37)

n
E[£w()] -E @] < -+
- _"q /
where 8" = 2(;’2‘5 Given that ) < - ik
oo K—1 © 2
2 [Jrewin]] <2
>3 x| [va T

According to Markov inequality,

K-1

n(i—nB7) =

BT S | vew) ]

P (i > | ve)?

t=0 k=0

I <) =1
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2
Since E {Z:ﬁoz HVE H ]1s finite, if we send ¢ — oo, we get
oo K-1 2
P( 3 vl <) <
t=0 k=0

2
That is, >, Z HV/J )H is bounded with probability 1. The boundedness of infinite

2
sum of nonzero elements implies Vk € [0 : K — 1] : lim;_,¢ HVE(w,(f))H = 0. Combined with

Lemma D.2, we obtain lim; o ¢'(z, w(t)) =0,vi € I,k € [0: K —1]. Since ¢'(u) — 0 only

when u — oo, 2] w"”) — 00,¥i € I,k € [0: K —1]. And limy o0 L(w”) = 0,Vk € [0: K —1].
Finally, followed by

HVE(w](:))H > ¢\/Z [E’(a:jwl(:))r > ¢ Z [(’ x) ’wk }
iel

i€I(t)
¢ t ¢ t
- (@] w)e; =5 N Hwk+1_wl(c)H~
max Ze[(t) max
We obtain that $75° ) ST H l(fll - w,(c < oo with probability 1.

E.2 DIRECTIONAL CONVERGENCE ANALYSIS (PROOF OF THEOREM 4.2)
In this section, we prove Theorem 4.2 and further discuss the convergence of pg) beyond bounded-
ness.

Theorem 4.2. Let {w,(:)} ke[0:K —1],6>0 be the sequence of GD iterates (2) from any starting point

'w(() ), where tasks are given randomly. Under Assumptions 3.1, 3.2, 3.3, and 3.4, if the learning rate

satisfies n < 5 4 , then with probability 1, w,(c) will behave as:

fw,(:) = ln( )w—|—p§f),

where Hpk i || stays bounded as t grows.

We only need to prove that the two following lemmas still hold in random order.

Lemma E.1. When tasks are given randomly, there exists w, m1(t, k) € R? the following almost
surely holds forallt e N, k € [0: K —1]:

t—1
1 k K ¢ K
K;E e;u) Qg + ; e%ﬂ QAgg = Mlog(ﬂ)w+ Mw+m1(t7k)’ (38)

m1(t K) —ml(t+1 O)

such that |my(t, k)| = o(t=5%), and |m1(t,k + 1) — mi(t, k)| = O(t™1) forall k € [0 :
K — 1],e > 0, and w only depends on the order of tasks and constant with respect to t.

Proof. See Appendix E.2.1. O
Using Lemma E.1, we set m; (¢, k) and W and define p,(:) and r,(:) as we did in cyclic order. That is,

K
Vkel0: K —1]: 'w,(:) = 1og(M ) + p(t)

K M
log(Mt)w +w+ ?ml(t k) + r(t)
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and
t t+1 t t+1
o= o
where w is the solution of
Vie S:nexp(—x; w) =;, Pw— w((]o)) = 0.
which is unique under Assumption 3.2. Then by the definition,

MK, K. N
) =wf) - = (M log( ) +mu ’“)) -

M
:w,(:)—f Z Z ozs:cg+ Zamg —log Kw — w + w.
u= 1 seS ) seSU)

Then we can get the second primary lemma of r,(ct).

Lemma E.2. Under Assumption 3.1, 3.2, 3.3, and 3.4, if learning rate is n < then

2>
Baﬁ'}ax,
1. 3t,Cy, Cy > 0 such that V't > i,
(rf =T < C1t70 4+ Cot ™05 Wk € [0: K — 1],

2. Moreover, for all e; > 0, 3i*, Cs > 0 such that ifHPr](:) H > ¢; and S £,

(P =T < Oyt Ve > " ke [0: K — 1],

Proof. Only the learning rate is different from the cyclic case. Therefore see Appendix D.2.2. [

The remaining step is the same as the proof of Theorem 3.2. To sum up, we can set al’ as

k
2 2
HrkH - r,(:) = ngﬁl w](:) ag) . Then by Lemma E.1, 3¢; such that V¢ > t1,Vk € [0

1] : Hag)

Forall T > t;.

Z Z H"ﬁcﬂ - rk

N [l -l a,<:>(r

t=t, k=
T 2{ 1 T K-1 )
DIl HURRVIIES ob P IERRCR RS 90 o) U
t=t1 k=0 t=t; k=0 t=t; k=0
T K-1 ) T K-1 T K-1 )
< Z w,(f}rl — w,(:) +2 Z Z Hw,(C _wk+1H Z Z Hak + Z Z Ha,(f)
t=t1 k=0 t=t; k=0 t=t; k=0
T K-1 ) K—1 T K-1 T K-1
I R DI S EE N D SDIEED 3D Sl
t=t1 k=0 t=t1 k=0 t=t1 k=0 t=t1 k=0
< 00. 39)

We use Cauchy-Schwarz inequality for the first inequality and the fact that Zf:tl t=2 < oo and

ZtT:tl i Hw,(C — wkHH < 00 by Theorem 4.1.
Combined with Lemma E.2 and the fact that Ve > 1: 5 o~ 1—1 1€ < 00, we almost surely get

t—1 K—1 ) w 9
u u
=2 2 (HrkﬂH — || )
u=t; k=0

2 2
-
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t—1 K—

H

< Tl(c+1_7°k ))T . +Hrl(c+1 Tl(c

2
< 00.

u=t1 k=0
E.2.1 PROOF OF LEMMA E.1

Here we restate the lemma for the sake of readability.

Lemma E.1. When tasks are given randomly, there exists w, m1(t, k) € R? the following almost
surely holdsfor allteN ke[0: K —1]:

t K
KZ Z aa:s—l—f Z Oy = — log(M)tiz—&—M'zb—i—ml(t,k), (38)
u=1 865(“) seS(t)
ml(ta K) = ml(t + 1>O)a

such that |m(t, k)| = o(t=9°%¢), and |m1(t,k +1) — my(t, k)| = O@F™1) forall k € [0
K —1],e > 0, and w only depends on the order of tasks and constant with respect to t.
We define an (iid) random variable(s) z(t) = 1{z; € I¥}. Note that E[zgt)] = - and

Var(z (t)) = Y-1 due to uniform sampling of the task index in [0 : M — 1]. Then, we can write a
sum on the right-hand side of Equation (38) as follows:

KZ Y aw, = Z(tizj))am

u= 1 seS(u) seS \u=1
i1 (u) =1 (u) (u)
=K
y (L s,
seS \u=1 u=1
t—1 =1 (u) (u)
1 1 zs ' —Elzs ]
= K _ —
E TR P
ses u=1 u=1
Since
=1
Zazlogt+7+q(t)
u=1

where 1 is the Euler-Mascheroni constant and ¢(t) = O(t~!), we have

Ky (MZ )asmszj\[/j(logt-i-v—l—q(t))w

ses

Now we are going to deal with the sum
t—1 Z (u)]

2

in two aspects: (1) it converges with probablhty 1 ast — oo and (2) the almost-sure vanishing rate of
the “residual” (a sum from u = ¢ to 00) is o(t~?-5%¢) for any € > 0. Let us look at its almost-sure
convergence. To this end, we utilize the following useful proposition.

Proposition E.3 (Theorem 5.2.6 of Durrett (2019)). Suppose X1, Xo, ... are zero-mean independent
random variables. If Y - Var(X,) < oo, then Y .- | X,, converges almost surely (i.e., with
probability 1).

(W gy , . .
Observe that X, := %E[z] is a zero-mean random variables. Not only they are independent for
all u, but also the sum of their variances is convergent:
o0 oo
M-1 1
ZVar(Xu) =r Z 2 <o
u=1
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Thus, by Proposition E.3, the sum )~ | X, converges with probability 1. Next, we want to show
the vanishing rate

00
ZXU — O(t—0.5+e)
u=t

with probability 1, where we choose any € > 0. Observe that it is equivalent to show, for any § > 0,

P <t0.5—e . io:Xu

u=t
Here we bring a renowned Borel-Cantelli Lemma.

> ¢ for infinitely many t) =0.

Proposition E.4 (Borel-Cantelli lemma; Theorem 2.3.1 of Durrett (2019)). Consider a sequence of
events Ay, Ao, If Y00 | P(A,) < oo, then

P(limsup A,,) := P(A,, happens for infinitely many n) = 0.

n—roo

By Proposition E.4, it suffices to show

V6 >0, i]}» <t0~5—6 : ixu > 5) < 0.
t=1 u=t

Let us recall Hoeffding inequality here:

Proposition E.5 (Hoeffding inequality). Consider a collection of independent random variables
X1, , Xy, satisfying a; < X; < b; foreachi=1,--- ,n(a; <b;). Then,

P( “)SQ“P(M)'

n

S

i=1

Since the sum ) .~ . X,, converges almost surely, it is a well-defined random variable with probability
1, and
o) T
P < qu >4 t‘°'5+5> =P ( qu > § - t~957¢ for all but finitely many T)
u=t u=t

T
. . . . 4—0.5+€
_'P<11Tni,loréf{ZX“ >0t })
u=t
T
< liTrg ioréf]P’ ( ZXU >4 t““) (40)
u=t
262t71+25
< limi _
< hTHi}OIéfQQXp< Z_tulz> 41
94524~ 1+2¢
u=t u2
< 2exp (—02%) . (43)

We use the fact “P(lim inf,, A4,,) < liminf,, P(A,,)” in Equation (40); we apply Hoeffding inequality

(Proposition E.5) and the fact — o < X, < Y=L in Equation (41); and we utilize the fact

o . 25 < 2 in Equation (43). Since exp(—§%t>) = o(t2) for any € > 0 and large enough ¢, the

u=t u?
sum Y, exp(—82t%¢) converges. Therefore, we have desired almost-sure convergence guarantees.

From now on, let us proceed with the proof. Using the almost-sure convergence results, let

w = (log M +~v)w + MZ <§: Xu) s,

se€S \u=1
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mq(t, k) = %q(t)zb + KZ (Z Xu> asTs + % Z Qs
u=t

sES seS(t)
Then with probability 1, the statement of the lemma holds: Equation (38) holds, where w is a constant
vector in terms of ¢, ||my (t, k)| < o(t~9°%€) for any € > 0, and
lma(t,k+1) —my(t, k)| =0t "), (k=0,..,K—2)
[ma(t+1,0) —mq(t, K — 1)|| = Ot ).

This concludes the proof of the lemma.

E.2.2 CONVERGENCE OF p(t)

We also can prove a characterization of the limit of p,(:), as done in Appendix D.2.3. However, when

tasks are given randomly, we need an additional assumption to guarantee the convergence of p,(f) to

the particular point.
Assumption E.1. Every task has at least one support vector. Thatis, Vm € [0: M — 1] : S,,, # 0.
Proposition E.6. Under the same setting of Theorem 4.2 with additional Assumptions D.1 and E. 1,

the “residual” converges to lim;_, pff) =w,Vk € [0: K — 1]. Here, W is the vector defined in
Proposition D.6.

Proof. First, Pr(t) (()O) — P = 0 holds as in cyclic case. See Appendix D.2.3.
Second, we get to show Pr,(:) — 0. By Equation (39), limp_, o, EtT t Hrk+1 - () H
Cy. That means Vk € [0: K — 1] : limp_, o0 Hr,ﬁl — rk H 0. Therefore, for any ¢, there exists

to > 0 such that ‘ 7'1(;)-1 — rk)H < @ forallt >tk € [0: K —1]. As aresult,

k
?60 > HPT,(:)

k

— —¢€p

P (t)
H "o K

- [t

For t > max{ty,ts,t*}, if HPrét)H > €1 + € and S £ O, then Vk € 0:K—1]: HPr,(:)
By Lemma E.2 (2),

t —1
ST NN )T < KOst + K (Crt 0 4 Cot 71000

u=t—1 v=0

Since ¢! decrease to zero slower than =% and ¢t ~!1=0-5% there exists t3 > max{t1,ts,t*}, Cy > 0
such that —KCst™! + K (C1t7% + Cot=17058) < —Cst=1. Also S # { is given by As-
sumption E.1. To sum up, for any ¢y, eo > 0, there exists t3 > max{t;,ts,*} such that if
HPrét) > €p + €1, then

t K1
D D =) T < =Gt
u=t—1 v=0
Now, define two sets foreach k € [0: K — 1]
T = {t >t : HPr,(f)H <e+et

T = {t > t3: HPr,(f)H >ep+er}
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We will finish our proof by showing that 7y, is finite. Here, we use the fact that every 77<; is infinite.

The proof is the same as in the cyclic case. Since limy_, ZtT:tl k 0 ‘ Tli:)q - (t) H = Cy, we
get

= Cy — h(t)

Z Z Hrk+1 - Tku)

u=t1 k=0

where h(t) is a positive function monotonic decreasing to zero.

Now, assume that there exists some k' that Ty, is infinite. WLOG, we set k' = 0. Since 7Ty is infinite,
for any t € 7Ty there exists ', ¢ € To such thatt € [t + 1, — 1] C To. We divide it into two cases:
Forallt € [t/ +1,t" — 1],

: , | )]?
1. ift =¢ + 1, then HPrO < HP’I’O ‘ + €9 < 2€g + €.
2. ift >t +1, then
) . t 1 K-1
o e+ 5 e -
u=t’ k=0
t—1 K—1
t’ u u u
— |+ {Hrmrk 2y = o))
u=t' k=0
o t—1 K—1
= Prét) + h(t) +QZ [Tk+1—7“k )i lgu)}
u=t’ k=0
=1y
< 24 h(t) —2C 2C —
< (o +e€1)° +h(t) 5t’+1 3u:tzl:+2u

S (60 + 61)2 + h(t)

Since h(t) is monotonic decreasing function, for any €5 > 0, there exists ¢4 such that V¢ > ¢ :
h(t) < €9.

(€0 + €1)? + €. Since it holds for any ¢, €1, €2, it

2
Therefore, V¢t > max{ts, t4} : Hpr[()t) <

contradicts with the assumption that 7 is infinite. O
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F PROOFS FOR SECTION 5: CYCLIC TASK ORDERING, JOINTLY
NON-SEPARABLE

Review on Bregman Divergence. Before we start the proofs, we briefly overview some basic
properties of Bregman divergence.

Given a convex function f : S — R defined on a convex set S C RY, the Bregman divergence
between two points &,y € S with respect to f is defined as

Dy(w,y) := f(x) — fy) = (Vf(y),z—y).
Note that Ds(x,y) > 0 for any ¢,y € S because of the definition of convexity; when f is strictly

convex, Dy (x,y) = 0if and only if & = y. Also, if f is f-smooth, D¢(x,y) < g |z — yl* holds
by the definition of smoothness. We often use the following useful identity that links three different
points x,y,z € S:

(Vi(z),® —y) = [f(z) - f(y)] = [Ds(,2) — Ds(y,2)]. (44)

Here is another useful fact: for a convex S-smooth function f, the Bregman divergence is bound
below by the squared distance between gradients.

Proposition F.1. Let f : S — R be a convex, -smooth function defined on a convex set S C R<,
Forany x,y € S,

IVf(@) - V)l < 28Ds(x,y).

Proof. Observe that Dy (-, y) is also a $-smooth function for any y. Let z = « — %Vme (z,y) =
x — %[Vf(m) — V(y)]. Then by S-smoothness and the non-negativity of D¢(-,y), we have

0< Dy (z,9)

i
< Dy(x,y) + (VaDy(@,y), 2 — ) + 5 |z - z|’

= Ds(ay) - 5 (V@) - V(u). V(@) - V@) + 5 [V @) - V)|
= Dye.) ~ 55 IV @) = Vi)
This proves the proposition. O

Useful Inequalities. There are other two crucial inequalities for the proofs in this appendix. One is
a variant of Jensen’s inequality applied to a squared norm.

Proposition F.2. For any positive numbers Ay, --- , A, > 0, any vectors uy,--- ,u, € R? and an

integer m € [0 : n],
2
i=1 i=1""

Proof. Let A, = >, A;. Then by convexity of the squared norm,

2 2

Yool <[ (5o

i=1 i=1
A

1
=1 ™

m
D ui
i=1

i
u;

IN

A
g

<.

L a2
1
A

IN

1 2
.

i=1
A2
i=1
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Another is about solving a recurrent inequality.

Proposition F.3. Consider0 < u <8,V >0T>1,0<c=0(1),0<m=0(1), and Ay > 0.
Suppose the following inequality holds for any positive o < % andt €[0:T —1]:

Appr < Ay + ™tV

T l4+ap

1 A m—+1
a:min{;, C/j_T In (T’”-max{l,%})},

B o Vin™T
b -0l )

If we take

we have

Proof. Since apu < % < ¢, we have 1 +1au <1-— Ci“l By unrolling the recurrent inequality, we
have

T T-1 t
ap ; apu
Ar<|l1—-——] A m+ly 1-—
T‘( c+1) ote ;( c+1>

20mV
< exp <Oj:L1T) Ap + .
c [

With the choice of «, the first exponential term is bounded as

ap cl V
- < [ A— [ —
exp ( s 1T> Ag < max{exp ( ot 1)ﬂT> Ay, ,u””le}

cl V
< ——————T ) A+ ————.
S exXp ( (c T l)ﬂ ) 0 Iy
Also, the second term is bounded as
m m m+1
20V < 20+ 1)V ™ (77 max d 1 AL .
i Mm—i—le ) 1%

Combining these two and ignoring the constant/polylogarithmic factors, we have a desired bound. [

F.1 LoCAL STRONG CONVEXITY ANALYSIS (PROOF OF LEMMA 5.1)

Recall that we consider cyclic continual learning on M jointly strictly non-separable classification
tasks. Let us restate the lemma here for the sake of readability.

Lemma 5.1. Consider learning M linear classification tasks cyclically. Suppose that Assumptions 5.1

and 5.2 hold. Let B := Z%:_Ol Bm and V, := Z%;Ol [% |V Lo (w,)|]?. Take a step size n <
(5M)

m. Then, there exists a compact set VW C R? containing w, and every wy (7=0,1,2,...),
whose radius is independent of J (the number of cycles) but depends on other parameters like b, G,
B, and V.. Also, the offline training loss L is p-strongly convex on W, where

p= (minepo:n—1),wew £’ (yza:;rw)) - Amin (XXT) > 0. 6)

To prove the boundedness of end-of-cycle iterates and the local strong convexity, we first establish a
per-cycle recurrent inequality in terms of squared distance to an arbitrary comparator u € R? and the

risk values. We put © = w, later.
Lemma F.4 (Backward recurrent inequality). Consider learning M linear classification tasks
cyclically. Suppose that Assumption 5.2 holds. Let B = Z%:_Ol Bm. If we take any step size

. . 1 . . .
satisfying n < V3K’ the iterates of sequential GD satisfies

. 2
w02 — o
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< [w§™ - uH2 — 2K [£ (wi™) - £(w)] +2v2°K2B (Mi 1 ||V£m(u)||2) ,

m=0

for any vector u € R and for all j = 0,1, - - -.

Proof. We defer the proof to Appendix F.1.1. We remark that this lemma holds even without assuming
the non-separability. O

Observe that the following holds as a special case:

. 2 .
Hw(()ml)M) _ w*H < Hw(()JM) —w,

’ —2nK [ﬁ (wéjM)> - ﬁ(w*)} + 2\/5772KQBV*E45)

where V, = ZM_l L

m=0 B, (VL (w,) ”2

The next step is to construct a compact ball W centered at w,, containing every end-of-cycle iterate
of sequential GD. The crucial step is to apply the non-separability coefficient b > 0 (Assumption 5.1).

Lemma E.5 (Boundedness of the end-of-cycle iterates). Consider learning M linear classification
tasks cyclically. Suppose that Assumptions 5.1 and 5.2 holds. Let B = vantol Bm and V,, =
Zi\fz_ol ﬁ IV Lo (w,)||%. If we take any step size satisfying 1 < m,
of sequential GD are contained in a compact set which is fixed in terms of the number of the cycle:
forallj =0,1,---,

the end-of-cycle iterates

2
wM) eW:=LweR?: |lw—w,]|?*< i L(w,) + V2nK BV, ) +||w,||| +2V2n°K?BV,
0 Gh ] ]

f 1 v, S 74
- d: - *2< * 7* * ol .
{wGR [lw w|{Gb<£(w)+2>+||w }+2\/§B}

Proof. The proof is done by induction based on Equation (45). We defer the proof to Appendix F.1.2.
O

The last part of the proof is to compute the strong convexity coefficient of £ on W. Since L is
twice differentiable, it can be directly done by computing a lower bound of the minimum Hessian
eigenvalue on W: for any w € W,

N-1
V2L(w) = Z 0 (x] w)zz] = ie[ror-ljivn—n Oxfw) | XX T = pul
=0 wew

This concludes the proof of Lemma 5.1.

F.1.1 PROOF OF LEMMA F.4

For the sake of readability, we restate the lemma.
Lemma F.4 (Backward recurrent inequality). Consider learning M linear classification tasks

cyclically. Suppose that Assumption 5.2 holds. Let B = En]\;j:_ol Bm. If we take any step size
satisfying n < m, the iterates of sequential GD satisfies

Hwé(j+1)M) B uH2
< HwéfM) - uH2 oK [ £ (w§™) - £(w)] +2v2rP K28 (Mi % ||V£m(u)||2> ,

m=0 "

for any vector u € R and for all j = 0,1, - - -.
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We start the proof by bounding the squared distance between two iterates in the same cycle of
continual learning. For k € [0 : K]and m € [0: M — 1],

. . 2
|

2

m—1K—1 ) k—1 )
Do 3 Vw4 3 VL (M)
=0 h=0 h=0
M-1K-1 M K-
(Z Zm) (Z Z Hv,c g )
=0 h= =0 h=0
M-1K-1 (M4 2
S?n”fB(Z > % { wi ™)~ VL) +|v.cz<u>||2D
=0 h=0
M—-1K-1 M-—1 1
<4’KB Y. Y Dp(uw,wd™ )+ 22K2B Y % IV L ()| (46)
=0 h=0 =0

We use (modified) Jensen’s inequality (e.g., Proposition F.2) in the first two inequalities above; the
last inequality is due to Proposition F.1.

Next, we decompose the (j + 1)-th squared distance into j-th squared distance and more:
) 2
[+ —
M-1K-1

. . 2
_Hw(am_uH _2772 Z<V"3 (wMH™)) G u>+HwéjM)_w‘()(]+l)M)H .

Using Equation (44) and ﬁm—smoothnesses,

. 2 . 2
[ ] H'w(‘fM’ ~u
M-1K-1
g [ Lon(u) — D, (w§™ ™) L Dy (u, wz(fMer))}
—0 k=0

n HwéjM) — Uty M)H

M-

,_.

K—

,_.

j . 2
< K [c (wgﬂw) _ c(u)] +n 5, kuM w’(fJMm)H
m=0 k=0
M-1K-1 ‘ )
=203 3" Doy (™) 4 ™ — w0
m=0 k=0
. M-—1 1
m=0 "™
(47)
M—-1K-—
—2n(1 — 2nK B — 2> K*B?) Z (s, wIM ™)

0 k=0

n(@)]”.

In Equation (47), we use the result from Equation (46) for multiple times. The last inequality is due
to our choice of step size: nK B < ﬁ < ‘/‘5’2_1 <V2-1(-1-2¢—2¢>>0ifqe [0, @})
This is the end of the proof.

< -2k [£ (wf™) - £(w)] +2v2° KB 21 51
m=0 """

F.1.2 PROOF OF LEMMA F.5

For the sake of readability, we restate the lemma.
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Lemma E.5 (Boundedness of the end-of-cycle iterates). Consider learning M linear classification
tasks cyclically Suppose that Assumptions 5.1 and 5.2 holds. Let B = Zi\f;ol Bm and V,, =
Zf\f 01 - IVLy (w,)||>. If we take any step size satisfying n < 5 ﬁK —» the end-of-cycle iterates

of sequential GD are contained in a compact set which is fixed in terms of the number of the cycle:
forallj =0,1,---,

Gb

g (a5 )| 4 2\23} .

2
1 ‘
wi™ ew = {w eR: |w —w, |2 < { <£(w*) + \/inKBV*> +|w*} + 2\/5772[(QBV*}

C {w eRY: |lw—w, |’ <

Also, recall the backward recurrent inequality which we write here again:

. 2 . 2
el [ < [ — [ 3 [ (™) — £a0)] + 22528 BV,
(48)

(0)

We choose wy )

2
as we want: if 'w(()0 = 0, since Hwéo) —w,|| = ?, it is clear that w(()o) ew.

Now assume 'w(()j M) €W and proceed with induction on j: we aim to show w((J FOM) ¢y,

The proof is divided into two parts:

1. If the current total risk is too high, then we can show that the squared distance to w, will decrease.

2. The other case means that the current iterate is close enough to w, (due to the strict non-
separability of the full dataset). Thus, the squared distance to w, at the next cycle will not grow
that much.

Part 1: High-Risk Case. Suppose £ (w(()j M)> — L(w,) > \/§nK BYV,. Then Equation (48)

((J(j+1)M)7w*H < HwoM _

2 )
implies “'w w,|| . Thus, w(()(jH)M) e W.

Part 2: Low-Risk Case. We first show that £ ( ( M)> L(w,) < +/2nK BV, implies an upper

bound on the current squared distance to w, . Because of Assumptions 5.1 and 5.2, for any w € R,

N—1 w 1"
— G| Y [w?”w}

1=0

> G [w]|b,

by the definition of the non-separability b > 0. Thus, we have
i - w*H < ]
o (w§™) +

[ ) + \anBV} + [l -
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Thus, w((Jj M) lies in a strict subset of WW. Also, Equation (48) implies
. 2 ) 2
"wé(]+l)M) _w*H S Hw(()]M) _w*H +2\/§772K2BV*

2
1
< [Gb {E(u) + \/inKBV*} + ||w, } +2v2n2K?BYV,.
Thus, by the definition of W, w(()(j +1)M) € W. This concludes the proof of the lemma.

F.2 NON-ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 5.2)

Recall that we write B = Z%;Ol Bm and V, = Zﬁltol ﬁi |V Lo (w,)||. Also, in the previous

sub-section, we discovered a local strong convexity (with coefficient i+ > 0) of the total risk function
satisfied on a compact ball WV containing w, and every end-of-cycle iterates of the sequential GD.

Let us restate the theorem for the sake of readability.

Theorem 5.2. Suppose we learn M tasks cyclically for J > 1 cycles. We adopt the notation from
Lemma 5.1. If we choose a step size

pomind L Lk2vE (T e w e
2V2KB' 2V2K.J ’ B2V, ’

then the final iterate of sequential GD satisfies

=0 (e () e

where we hide a poly-logarithmic factor of J in Equation (7).

(MJ)

|wi" —w,

2 BQV,Jn2 J
+ ,u3J2> ; (N

The theorem states a fast @(J ~2) rate of convergence. One could try to prove it with the backward
recurrent inequality (Equation (45)), but it is difficult due to the n? dependency of the so-called “noise”
term. We only succeeded in proving a slower @(J ~1) rate with the backward recurrent inequality,
whose proof is pretty much similar to that in this sub-section. To take a step further towards a faster
rate, we should use a different way of writing the recurrent inequality, with a higher exponent for 7 in
the “noise” term. Here is how it goes:

Lemma F.6 (Forward recurrent inequality). Consider learning M linear classification tasks cyclically.
Suppose that Assumption 5.2 holds. If we take any step size satisfying n < m, the iterates of

sequential GD satisfies
. 2
a0 — o

< [ - uH2 — 2K [£ (wlTM) - £(w)] + 207K B2 (Mi %m vcm<u)2> ,

m=0

for any vector w € R% and forall j = 0,1, - - -.

Proof. We defer the proof to Appendix F.2.1. We remark that this lemma holds even without assuming
the non-separability. O

In particular, we have

. 2 . 2
Hw(()(Hl)M) _ w*H < Hw(()jM) _wl| -

oK [,c (wg(j+ nM )) - E(w*)} 1203 K3 B2V,. (49)

Applying p-strong convexity, i.e.,

. . 2
£ (w0 ~ L) > g Hw(()@ﬂ)M) _ w*‘

)
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we eventually have a recurrent inequality purely on the squared distance to wy:
((G+1)M) ? 1 H (M)

2
—w,| < 2n° K*B?V,. 50
H“’O bl o +an - (50)

— Wy

We now conclude the proof by applying Proposition F.3: plugging o <~ nK, 8 < B, T < J,

c 2\[, V « 2B%V,, m = 2, and Aj Hw(jM) H to the proposition, we have a desired result.

F.2.1 PROOF OF LEMMA F.6

For the sake of readability, we restate the lemma, whose proof is very similar to that of Lemma F.4.

Lemma F.6 (Forward recurrent inequality). Consider learning M linear classification tasks cyclically.
Suppose that Assumption 5.2 holds. If we take any step size satisfying n < ﬁ, the iterates of
sequential GD satisfies

. 2
i

< [w§ ™ | = 205 [ (w0 — 2] + 207 0B (A;Z: i vcm<u>2> :

for any vector u € R and for all j = 0,1, - - -

We start the proof by bounding the squared distance between two iterates in the same cycle of
continual learning. For k € [0: K — 1Jandm € [0 : M — 1],

_ , 2
Hw(()(Hl)M) _ w,(jM+m) H

2

M-1 K-1 _ K-1 _
S 3 VLw™) + 3 VL, (w M)
I=m+1 h=0 h=k
M-1K-1 M-1K
(E59) (EE o)
1=0 h=0 1=0 h=0
M-1K-1 )
< 2%PKB <Z > 5 { (wi ™) = vLiw)|| + IVﬁz(u)IIQD
l h
wal(;(fl Gt M1 )
<4n*KB Z Z D¢, (u,w)’ )+ 2°K%B Z o VL (u)] (5D
1=0 h=0 =0

We use (modified) Jensen’s inequality (e.g., Proposition F.2) in the first two inequalities above; the
last inequality is due to Proposition F.1.

Next, we decompose the j-th squared distance into (j + 1)-th squared distance and more:

. 2 . 2 M-1K-1 . .
Hw((’jM) _ UH > Hw(()@H)M) _ UH = <v£l(wl(€JM+m)),w(()(]+1)M) _ u>
m=0 k=0
Using Equation (44) and /3,,,-smoothnesses,
. 2
e I
M—-1K-1 _ '
< -2 Lo (Wi TH0) — £ () = Dy, (w0 0N 4 Dy (M)
m=0 k=0
‘ M-1K—1 ‘ A 9
< K {5 (w(()(JJrl)M)) _ E(u)} 13 Y 8 Hw(()wl)m _ w/(me)H
m=0 k=0
M-1K-1
—2n Z Z Dy (u 'w,(jMH"))
m=0 k=0
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M—-1
((G+1)M) 373 n2 1 2
< _ _ el
<~k [£ (w0 - ()] + 207 KB Z (VL)
. " (52)
) oo s M-1K-1 (iM4m)
—2(1-20°K°B%) > Y Dy, (u,wy )
m=0 k=0
] M—-1 1
< —mK [ﬁ (ng*l)M)) - C(u)} +2mPRPB2 Y 0 IV Lo () )2
m=0 "™

In Equation (52), we use the result from Equation (51) for multiple times. The last inequality is due
to our choice of step size: nK B < % This is the end of the proof.
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