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Abstract

To better understand how extreme climate
events impact society, we need to increase the
availability of accurate and comprehensive in-
formation about these impacts. We propose a
method for building large-scale databases of
climate extreme impacts from online textual
sources, using LLMs for information extraction
in combination with more traditional NLP tech-
niques to improve accuracy and consistency.
We evaluate the method against a small bench-
mark database created by human experts and
find that extraction accuracy varies for different
types of information. We compare three differ-
ent LLMs and find that, while the commercial
GPT-4 model gives the best performance over-
all, the open-source models Mistral and Mixtral
are competitive for some types of information.

1 Introduction

Increasingly frequent and intense extreme climate
events pose significant threats globally at both in-
dividual and collective levels. However, we still
do not have a robust understanding of how extreme
climate events impact society, which in turn hin-
ders impact forecasting, early warning, and disaster
risk management (de Brito et al., 2024). Accurate
impact information is crucial for identifying ar-
eas disproportionately affected (Hammond et al.,
2015), enabling targeted allocation of climate adap-
tation efforts. Such data can also provide support
for the evaluation of whether adaptation measures
effectively reduce loss and damage from climate
extremes (Kreibich et al., 2023).

Existing publicly accessible global climate im-
pact databases suffer from incomplete, inconsis-
tent and/or biased data (Tschumi and Zscheischler,
2020; Panwar and Sen, 2020). One of the most
used natural hazards-related impact databases is
EM-DAT (Delforge et al., 2023).2 While EM-DAT

1Equal contribution of first two authors.
2https://www.emdat.be

is an extremely valuable database, events are of-
ten assigned non-standardized spatial information:
from city to country scales, or geophysical areas
without clear formal boundaries. Similarly, tem-
poral specifications may be a date range in days,
in months or only a year. The impacts from a
single physical event may further be listed under
multiple separate entries if affecting an extended
area. Moreover, events in both developed and de-
veloping countries are likely underreported (Har-
rington and Otto, 2020). Many climate extremes
also lack impact information in one or multiple
categories (Jones et al., 2022). Some of these con-
straints are also shared by other multi-hazard, multi-
impact databases, such as DesInventar (UNISDR,
n.d.). Single-hazards databases (e.g., Paprotny
et al., 2023) and/or databases focusing on national
spatial scales (Sodoge et al., 2023) have better cov-
erage and completeness, yet they typically cannot
be easily updated or scaled to multiple hazards or
regions. Moreover, they adopt differing impact
categories and event definitions, preventing any
multi-hazard impact analyses.

In this paper, we propose a method for construct-
ing a database of climate extreme impacts from
online textual sources, using natural language pro-
cessing (NLP). This has the potential to address
the above-mentioned database limitations, ensuring
broad spatiotemporal coverage, standardisation of
information and easy updating. Our approach lever-
ages the power of large language models (LLMs)
and in-context learning to extract semi-structured
information, which is normalized and refined in
post-processing and stored in a relational database.
A crucial step in the refinement process is geo-
parsing, which maps place names to geographical
entities in order to enhance the usefulness of the
database for researchers. Another important feature
of the database is that we store the actual text from
which the information has been extracted, allowing
users to trace sources and validate the information.



An empirical evaluation based on a benchmark
database created by human experts for 170 ex-
treme climate events shows that extraction accuracy
varies for different types of information. While the
main event category (such as “Flood” or “Wild-
fire”) and the number of people killed can usually
be determined with high accuracy, geographic lo-
cations and total economic damage are harder to
extract reliably. A comparison of three different
LLMs shows that the commercial GPT-4 model
gives superior performance overall, but the open-
source models Mistral and Mixtral give competitive
results for some information categories.

2 Database Design

The first step towards an information extraction sys-
tem for climate extreme impacts is the design of a
database schema, which defines what type of infor-
mation should be extracted and how this informa-
tion should be formally represented. An important
consideration here is compatibility with existing
de facto standards in the field, and we have there-
fore chosen to base our categories mainly on the
existing EM-DAT database (Delforge et al., 2023),
while trying to overcome some of its limitations.

Figure 1 gives a schematic overview of the kind
of schema used in our system. The fundamental
entity is an event, which is a climate-related ex-
treme such as a storm or a heatwave. Each such
event must be associated with information about its
location, time and event category. This is a basic
requirement, because information about impacts
that cannot be located in space and time is of no
use to scientists, but in order for an event to be
included in the database, there must also be some
information about its impacts.

By impacts we understand the socio-economic
impacts of climate extremes, that is, the negative
repercussions of such events on society (de Brito
et al., 2024). As shown in Figure 1, we subdivide
these into (a) direct impacts to persons, such as the
number of fatalities and of persons being injured,
displaced or homeless, and (b) material and eco-
nomic damage, such as insured and total economic
damage, and building damage. The specific im-
pact types are chosen to ensure compatibility with
existing impact databases, in particular, EM-DAT:

• Deaths: Number of people killed.
• Injured: Number of people injured.
• Displaced: Number of people displaced.
• Homeless: Number of people made homeless.

• Affected: Number of people affected.
• Insured damage: Cost of insured damage.
• Total damage: Cost of total damage.
• Buildings: Number of buildings damaged.

Since an event may have different impacts at differ-
ent times and locations, the value for each impact
type is a set of triples ⟨val , loc, time⟩, where val
is a numerical value (number or cost, depending
on the type), while loc and time are specifications
of a location and a time. In addition, we provide a
global numerical value for the event as a whole. Fi-
nally, to allow users to trace the information source,
we store both a global document reference and
specific text passages for each extracted informa-
tion item. Below, we describe in more detail how
information about location, time, event category,
number, and cost is represented in the database.

Location A location is specified across multiple
fields encoding different levels of information and
as standardized as possible. These fields are:

• Name (string): This field contains a standard-
ized name of the location. This can be the
international name, the official English name,
or the Wikipedia article title of that location,
whichever is available on OpenStreetMap
(OpenStreetMap contributors, 2017a) and in
that order of preference.

• Type (string): This field represents the
type of the location as listed on Open-
StreetMap, which essentially follows the ISO
14819-3 standard (OpenStreetMap contribu-
tors, 2017b). Countries would often be of type
administrative.

• GeoJSON (JSON object): GeoJSON is a
format for encoding geographic data struc-
tures that is based on JSON (JavaScript Ob-
ject Notation). Each location is represented
by one of these planar geometric features:
Point, LineString, Polygon, MultiPoint,
MultiLineString, or MultiPolygon. Coun-
tries are usually represented by the geometry
type MultiPolygon whereas straits or rivers
may be represented as type LineString.
These geometric shapes are pulled directly
from OpenStreetMap and enable users to vi-
sualize impact locations on a world map.

• GID (unique identifier): GID is a unique ID
used by the Database of Global Administra-
tive Areas (GADM) (Global Administrative
Areas, 2012) to represent countries and their
administrative areas.



Figure 1: Simplified schema for a database of climate extreme impacts.

Since an event or a reported impact may affect
multiple locations, each of the fields above in fact
contains a set of values (Name, Type, GeoJSON, and
GID, respectively) for each location.

Time The time of an event is specified by a start
date and an end date, which are the same if the
event took place within a single day. (We do not
consider shorter time periods than one day.) The
dates are specified in YYYY-MM-DD format, where
the year is strictly required, while the month and
day fields are nullable in case the information is not
available. Formally, this is represented by a tuple
time = ⟨syear , smon, sday , eyear , emon, eday⟩,
where syear and eyear are 4-digit integers, while
smon , sday , emon , and eday are 2-digit integers
or NULL.

Event Category The event category is specified
by a string value from the following closed set:

• Drought
• Extreme Temperature
• Flood
• Wildfire
• Tornado
• Tropical Storm/Cyclone
• Extratropical Storm/Cyclone

The selection of categories has been made with
compatibility with existing resources in mind.
Flood is a separate event category, but can also
result from a tropical or extratropical cyclone. The
reasoning for also having it as a separate cate-
gory is that floods can be caused by a variety of
other factors, from convective summer rain to rapid
snowmelt.

Number Several impact types3 are specified by
giving the number of people (or buildings) affected

3Deaths, Injured, Displaced, Homeless, Affected, Build-
ings.

in some way. Such numbers can be reported in tex-
tual sources in a variety of ways, including an exact
number (e.g., “23”), a closed or open interval range
(e.g., “20–25”, “over 100”), or some other approxi-
mation (e.g., “around 100”, “hundreds”). To facil-
itate automatic processing of the information, we
want to avoid string representations, which have to
be parsed to be interpreted, and therefore standard-
ize the different values to a uniform representation
num = ⟨min,max , app⟩, where min and max
are the minimum and maximum of a value range,
and app is a boolean value indicating whether the
information is approximate or uncertain. This rep-
resentation allows us to capture the most commonly
occurring specifications as follows:

• Exact numbers like “25” are mapped to a
range with min = max : ⟨25, 25, False⟩

• Exact ranges like “20–25” are mapped to a
range with min ̸= max : ⟨20, 25, False⟩

• Open ranges and approximations are mapped
to suitable ranges with app = True. Thus,
“around 100” is mapped to ⟨100, 100, True⟩,
“hundreds” is mapped to ⟨200, 900, True⟩, and
“over 100” is mapped to ⟨100, 199, True⟩.

Cost Insured damage and total damage are speci-
fied as a monetary cost, that is, as a specific amount
in a specific currency, for example, “2,500,000
USD”. Formally, this is represented in the database
by a triple cost = ⟨min,max , currency⟩, where
min and max are the minimum and maximum of a
value range (as for Number above), and currency
is an ISO 4217 currency code.

3 Information Extraction

Our method for populating a database of climate
extreme impacts based on information extraction
from online textual sources uses a pipeline con-
sisting of three main components, as illustrated in
Figure 2. The first component performs document



Figure 2: Pipeline with three main modules: document selection, LLM prompting, and post-processing.

selection using web scraping with keyword filtering
and an LLM-based text classifier. The second com-
ponent uses LLM prompting to extract information
about extreme climate events and their impacts,
storing the result in a semi-structured format. The
third component post-processes the semi-structured
information by converting all information items to
their correct data type, normalizing all text ele-
ments, performing various consistency checks, and
mapping location names to geographical entities,
before storing the result in a relational database.
Below we describe each of the three components
in more depth.

3.1 Document Selection

Information about the impacts of climate extremes
can be found in diverse sources on the internet,
and our system is capable of handling arbitrary
text documents, although we have initially targeted
articles from English Wikipedia. To select relevant
articles, we use a two-step approach, where the first
step uses a simple keyword filter and the second
step uses a domain-specific text classifier.

The list of keywords used in the first step was
hand-crafted by domain experts in our team with
the goal of covering all major event categories in
the database. The full list of keywords can be found
in Appendix A. The text classifier used in the sec-
ond step was created by fine-tuning the pre-trained
English BERT model (Devlin et al., 2019) on a
small corpus of 300 Wikipedia articles, containing
248 relevant and 52 irrelevant articles.4 Using 150
articles for training, 100 articles for development
and 50 articles for testing, we obtained an F1-score
of 98.8 on the test set (precision 97.7, recall 100.0).

We applied the document selection to all of En-
glish Wikipedia, where the first step resulted in a
selection of 30,085 articles, of which 4,900 were

4For articles longer than 512 tokens, only the first 512
tokens were used.

classified as relevant in the second step. One of
the authors then manually went through all 30,085
articles, checking only the first sentence of each
article, and in this way identified 184 false posi-
tives in the selection of 4,900 articles and another
330 false negatives in the remaining 25,185 arti-
cles. Discounting the 300 articles used to train the
classifier, this corresponds to an F1-score of 94.5
(precision 96.0, recall 93.0). Although this is not
a rigorous evaluation of the method, and it is not
clear how well the method would work for other
types of documents than Wikipedia articles, the
results nevertheless strongly indicate that it is a fea-
sible task to identify relevant documents for further
processing.

3.2 LLM Prompting

In the core component of our information extrac-
tion pipeline, we feed articles to an LLM together
with a sequence of prompts designed to extract in-
formation corresponding to the different fields of
our database. For basic information about the event,
such as location, time, and event category, we pose
two questions, one for the required piece of infor-
mation and one for the text passage where this in-
formation can be found (to be stored in the database
for traceability and validation). For the different
impact types, we use more complex prompts to
extract information at the global event level as well
as for specific times and locations if available. To
facilitate post-processing, we instruct the LLM to
provide output in JSON. A selection of representa-
tive prompts can be found in Appendix B.

During the development and prompt engineering
process, we have so far relied exclusively on GPT-4
(OpenAI et al., 2024) as the LLM, but our experi-
mental evaluation includes a comparison with two
popular open-source models: Mistral (Jiang et al.,
2023) and Mixtral (Jiang et al., 2024).



3.3 Post-Processing

Although the JSON output produced by LLMs
tends to be well-formed as regards the global struc-
ture, the detailed information about event proper-
ties and impacts is often inconsistently formatted
and sometimes of the wrong data type. It is, there-
fore, necessary to perform various types of post-
processing to ensure that the input to the database is
well-typed and consistently formatted. For location
information, the post-processing involves not only
the normalization of geographical names but also
mapping these names to types, GeoJSON objects,
and unique GADM IDs (called GIDs) for various
levels of subdivisions (Global Administrative Ar-
eas, 2012). Below we describe the most important
post-processing steps in more detail.

Location The LLMs are prompted to produce a
list of both countries and smaller, more fine-grained
areas within a country (if mentioned) for each event.
The extracted areas sometimes appear in an alter-
native spelling or describe broader regions by their
local or colloquial names rather than by their offi-
cial administrative titles.

Several steps are taken to normalize locations.
In general, locations are disambiguated and nor-
malized using OpenStreetMap (OpenStreetMap
contributors, 2017a) or using the UNSD dataset5

for mapping geographical regions (such as “North
America”) to a list of countries. When querying
OpenStreetMap, we limit the search for a location
within a certain country (if present) which greatly
improves the normalization results. Administrative
or natural areas (such as cities, national parks, or
islands) are preferred, while undesirable location
“types” (OpenStreetMap contributors, 2017b) (such
as clinics or hospitals or car parks) are ignored. Re-
sults are sorted in ascending order by their search
rank (Nominatim contributors, 2014) and the top-
most result is returned. From OpenStreetMap, a
standardized international name and GeoJSON ob-
ject are retrieved for each location.

On top of normalizing with OpenStreetMap, we
also match locations with a unique ID called GID
from GADM (Global Administrative Areas, 2012)
for all available levels (where level 0 is the “coun-
try” level, and each level further up divides a single
country into smaller administrative subdivisions).

Time The LLM extraction outputs dates in a va-
riety of formats or locales. Since extreme climate

5https://unstats.un.org/UNSDWebsite/

events may span several months or even years,
these extracted dates may appear without a day
or month. Some examples of a variety of date for-
mats that are extracted by the LLM: “21 January
2008”,“2018-07-17”, “1996”, and “March 2015”.
These are normalized using a data parsing library
in Python (dateparser (DateParser contributors,
2024)).

Number/Cost We find that the LLM extraction
output (whether the total number of people or
the total amount of monetary damage) is some-
times in the form of a phrase, such as “None
reported”, “At least 1,152”, or “EUR54 billion”,
rather than a single number or range: “0”, “1152”,
or “54000000000”, respectively. If the LLMs out-
put a single number, this is extracted and parsed
with the correct locale to account for the decimal
separators (such as a comma or period, which dif-
fers by country). LLM outputs that mix numbers
with words are first cleaned of currency symbols.
Digits and spelled-out numbers are then normal-
ized with the help of Python libraries that convert
natural language texts to numbers6 and vice versa.7

Finally, they are parsed using a rule-based approach
that considers the part-of-speech tags and entities
predicted by SpaCy’s English transformer pipeline
model,8 as well as the presence of scales (such as
“million”, “thousand”; but also other scales like
“crore”, or “lakh” from the Indian numbering sys-
tem, which appears in the development set).

If two numbers appear in the text, we assume
that they represent a range and extract them with a
similar rule-based approach based on the part-of-
speech tags and entities (from SpaCy). In addition,
we use a rule-based approach to infer whether or
not the given range of numbers is an estimate or
an exact number. Finally, we employ a small list
of phrases that directly map to a numeric output:
“None” translates to ⟨0, 0, False⟩ (where False
means the number is exact) while “tens of casu-
alties” is mapped to ⟨20, 90, True⟩ (where True
means the number is an approximation).

4 Evaluation

We evaluate our method using development and
test data annotated by domain experts in our team.
The experimental evaluation involves a compari-
son of three different models in the second step of

6https://github.com/allo-media/text2num
7https://github.com/savoirfairelinux/num2words
8https://spacy.io/models/en#en_core_web_trf



Source Articles Single Multi
Artemis 57 46 (81%) 11 (19%)
Wikipedia 243 240 (99%) 3 (1%)
Total 300 286 (95%) 14 (5%)

Table 1: Overview statistics of the articles used for the
benchmark database, including media source type and
breakdown of single- vs. multi-event articles.

the pipeline, while keeping the input data and post-
processing constant. The three models are GPT-
49 (OpenAI et al., 2024), Mistral10 (Jiang et al.,
2023), and Mixtral11 (Jiang et al., 2024). The same
prompts are used for all models (cf. Appendix B),
except for an additional final sentence to ensure
responses are strictly in JSON format for the Mis-
tral models, to overcome their tendency to produce
additional comments. Below, we first describe the
data annotation and define the evaluation metrics
before reporting and discussing our experimental
results.

4.1 Data Annotation

Our annotated data is based on documents in En-
glish taken from Wikipedia and Artemis.12 Artemis
is a media service of the insurance industry and fo-
cuses on catastrophe bonds, insurance-linked secu-
rities, reinsurance, and risk transfer, while regular
Wikipedia articles were used. The Artemis and
Wikipedia texts were obtained through web scrap-
ing based on a keyword filter (cf. Section 3.1), such
that both relevant and irrelevant documents were
included. However, for the purpose of this article,
where we do not evaluate the document selection
step, only relevant documents have been included.

The annotation was performed in two steps.
First, spans in the actual text were labeled with
categories corresponding to event categories, times,
locations, and all the impact types defined in the
database schema (cf. Section 2). Secondly, for
each extreme climate event described in an article,
a database record was created. In the evaluation re-
ported below, we only make use of the output of the
second step, which we refer to as the benchmark
database.

9GPT-4-turbo-2024-04-09; GPT-3.5-turbo-1106 for arti-
cles with a length shorter than 32,500 characters, and for time
information.

10mistralai/Mistral-7B-Instruct-v0.2
11mistralai/Mixtral-8x7B-Instruct-v0.1
12https://www.artemis.bm

The benchmark database is based on 300 unique
articles, statistics of which are shown in Table 1.
This includes 57 unique articles from Artemis and
243 from Wikipedia, representing 19% and 81% of
the unique articles, respectively. These articles can
be further classified as single- or multi-events. A
single-event article describes only one extreme cli-
mate event, whereas a multi-event article reports on
several such events. The Wikipedia source article
2021 European Floods13 exemplifies a single-event
article for the floods that devastated much of Eu-
rope in the summer of 2021. While the floods were
extensive and affected multiple countries over a pro-
longed period of time, they were associated with
a single main climatic driver in the form of heavy
precipitation from a weather system, and are thus
physically a single extreme event. The Artemis
article Storm Eberhard industry loss estimated up
to EUR 1.5bn by AIR14 demonstrates a multi-event
article covering the European winter windstorms
Dragi-Eberhard and Freya (Bennet). Most unique
articles are classified as single-event (286 articles
or 95%), rather than multi-event (14 articles or
5%). More Artemis-sourced articles are classified
as multi-event relative to Wikipedia-sourced (19%
and 1%, respectively), but a clear majority of arti-
cles from both sources are single-event.

The benchmark database contains, in total, 289
events, defined as an extreme climate event belong-
ing to one of our seven event categories, occurring
at a specified date or date range and geographic lo-
cation, typically at the country level. The main
event for the 2021 European Floods, for exam-
ple, is defined as a flood event type, affecting the
countries the United Kingdom, Austria, Belgium,
Croatia, Germany, Italy, Luxembourg, the Nether-
lands, Switzerland, and Romania, and over the date
range 2021-07-12 to 2021-07-25. 199 events, or
61%, only have impacts specified for the event as a
whole, while 90 (31%) have impact specifications
for specific times or locations. For example, flood
impact information for a specific country within
the country list of the 2021 European Floods, or a
specific location within a single country from this
list, is specified separately. In the first evaluation,
we only include impacts at the main event level.

The benchmark database covers a long time
record: 1287-12-13 to 2023-02-17, though the ma-
jority of events occur in the 20th and 21st centuries.

13https://en.wikipedia.org/wiki?curid=68241636
14https://www.artemis.bm/news/storm-eberhard-industry-

loss-estimated-up-to-eur-1-5bn-by-air/



The nine events that do not occur during or after
the year 1900 include the 1287 St. Lucia’s Flood
event and eight events in the late 18th and late 19th

centuries. Further, 92% of the events occur during
or after the year 1960. Considering geographical
regions, most events occurred in North America,
followed by Asia and Europe, while the fewest
were found in South America. Among event cate-
gories, tropical storms are by far the most frequent,
followed by floods and extratropical storms, while
extreme temperatures, drought, wildfires and torna-
dos are less frequent. Droughts are a difficult event
category for our database schema, as their impacts
are often not specified using concepts defined in the
database. More information about the distribution
over geographical regions and event categories can
be found in Appendix C.

For the experimental evaluation reported below,
we use 100 events as development data and 170
events as test data. The proportion of Wikipedia
articles is 84% (84/100) in the development set and
93% (158/170) in the test set.

4.2 Evaluation Metrics

The information extracted for each extreme climate
event is quite complex, and evaluation is therefore
not completely straightforward. To obtain an ag-
gregated score for each event, as well as scores for
specific fields, we define a difference metric for
each field, ranging from 0 to 1 (where lower is bet-
ter), and derive an aggregated score as a weighted
sum of field-specific scores:

D(a, r) :=
1

n

∑
i

widi(ai, ri) (1)

D(a, r) is the difference between an annotated
(benchmark) record a and a retrieved record r, with
weights wi and difference metrics di of fields i,
where n is the number of fields. In this way, the rel-
ative influence of each field can be adjusted using
its weight if we regard some fields as more impor-
tant. For the evaluation in this paper, however, we
use uniform weights for all fields.

The difference metrics for specific fields are de-
fined in terms of metrics for the following basic
types: numbers, strings, booleans, and sets, each in
the range [0, 1]:

• For (non-negative) numbers:

dn(a, r) :=

{
0, if a = r
|a−r|
a+r , otherwise

(2)

• For strings and booleans:

dt,b(a, r) :=

{
0, if a = r

1, otherwise
(3)

• For sets:

ds(a, r) := 1− |a ∩ r|
|a ∪ r|

(4)

The use of these tailored metrics, rather than stan-
dard accuracy, recall, or precision metrics, is moti-
vated by the database’s intended use in modeling
climate extremes and their impacts. For example,
if the correct number of deaths is 10, then a pre-
diction of 11 is an almost negligible error, while a
prediction of 100 is severe. With the current metric,
these predictions get a normalized difference score
of 0.048 and 0.818, respectively.

Our evaluation in this paper is limited to five rep-
resentative database fields, for which the difference
metrics are defined as follows (cf. Section 2):

• Location: A set of normalized country names,
evaluated using the set metric ds(a, r).

• Time: A sextuple of numbers, representing
the start and end date, each evaluated using
the number metric dn(a, r).

• Event Category: A category label, evaluated
using the string metric dt,b(a, r).

• Deaths: Two (possibly) identical numbers,
representing the minimum and maximum
value of a range, each evaluated using the
number metric dn(a, r).15

• Total Damage: A triple of values, represent-
ing the minimum and maximum value of the
amount, and the currency, evaluated using the
number metric dn(a, r) (min, max) and string
metric dt,b(a, r) (currency).

Although this is a limited subset of the database
fields, it nevertheless includes all major types of
fields, including one person-oriented and one cost-
oriented impact.

4.3 Experimental Results

Table 2 presents the performance of three language
models across the selected database fields. The av-
erage scores indicate that GPT-4 consistently out-
performs the other models with robust performance
across both Wikipedia and Artemis articles. The

15Note that we do not evaluate the boolean value indicating
whether the numerical values are approximate.



GPT-4 Mistral (7B) Mixtral (8x7B)
Category Tot Wik Art Tot Wik Art Tot Wik Art
Event Category 0.106 0.108 0.083 0.088 0.089 0.083 0.100 0.101 0.083
Location 0.295 0.302 0.216 0.452 0.438 0.647 0.446 0.440 0.526
Start-Year 0.041 0.044 0.000 0.753 0.804 0.083 0.141 0.139 0.167
Start-Month 0.043 0.046 0.000 0.753 0.804 0.083 0.150 0.149 0.167
Start-Day 0.047 0.051 0.000 0.762 0.813 0.093 0.167 0.167 0.168
End-Year 0.024 0.025 0.000 0.771 0.810 0.250 0.189 0.184 0.250
End-Month 0.027 0.028 0.012 0.772 0.811 0.262 0.196 0.191 0.261
End-Day 0.039 0.042 0.004 0.776 0.817 0.250 0.227 0.225 0.250
Deaths-Min 0.046 0.036 0.167 0.199 0.202 0.167 0.188 0.189 0.167
Deaths-Max 0.046 0.037 0.167 0.209 0.212 0.167 0.183 0.185 0.167
Damage-Min 0.151 0.099 0.833 0.611 0.626 0.417 0.454 0.463 0.333
Damage-Max 0.151 0.099 0.833 0.600 0.614 0.417 0.454 0.463 0.333
Damage-Currency 0.129 0.076 0.833 0.294 0.241 1.000 0.394 0.367 0.750
Total Event 0.082 0.071 0.225 0.503 0.520 0.280 0.235 0.233 0.259

Table 2: Results on the test set with three different LLMs: GPT-4, Mixtral, Mistral. Average difference over all
events (Tot) and separately for Wikipedia (Wik) and Artemis (Art) articles. For start and end dates, we evaluate year,
month and day separately; similarly for minimum and maximum values for deaths and total damage, and currency
for total damage. The total event score is the unweighted mean of all the individual field scores.

only noticeable discrepancy is in the damage cat-
egory, where GPT-4’s performance drops signif-
icantly in the Artemis articles. Notably, we find
that LLMs tend to confuse insured damage with to-
tal damage in Artemis articles, whereas Wikipedia
articles often present the total economic damage
clearly in the information box, which explains the
large divergence in error rates between Artemis
and Wikipedia articles. For most other fields, the
error rate for GPT-4 is around or below 0.1. The
only exception is Location, where scores are in the
0.2–0.3 range.

In contrast to GPT-4, Mistral exhibits signifi-
cantly higher error rates and more variation across
Wikipedia and Artemis. It especially struggles with
extracting dates and damages, with error rates be-
tween 0.6 and 0.77.16 Interestingly, it achieves
much better performance on Artemis, where the
error rate is almost half of that for Wikipedia. Mix-
tral is found to be a better alternative to GPT-4 with
consistent performance, although not as accurate.
It performs significantly better than Mistral in the
date categories while still struggling with damage.
Unlike Mistral, Mixtral’s performance is more sta-
ble across Wikipedia and Artemis. However, it is
interesting that, unlike GPT-4, the Mistral models

16For dates, this is mainly due to erratic or invalid JSON
formatting in the LLM output, which leads to data loss or
incorrect normalization.

perform better or similarly on Artemis, suggesting
a potential overfit of the prompts for GPT-4 and
Wikipedia. All models have similar performance
on development and test sets, which suggests that
there is no overfitting for prompts in general.17

One of the reasons behind the lower performance
of open-source LLMs is their inability to output
valid JSON files, which inevitably leads to data loss.
In the test set of 170 events, we asked the models
to generate 850 JSON files (170 events multiplied
by 5 prompts each), and approximately 20% of
these were not valid JSON files. We managed to
recover half of these invalid JSON files through
post-processing in the case of Mistral, and around
65% in the case of Mixtral. However, this does
not imply that the remaining invalid JSON files are
without value; they still store meaningful informa-
tion, but it is not possible to extract this data due to
the formatting issues.

In terms of specific fields, the event category is
the easiest one to identify, with all models achiev-
ing scores around 0.1 (and with the Mistral model
interestingly outperforming the two other models),
whereas location and damage-related fields are the
most challenging. The error rate for location is
about 0.2–0.5 across the models and article types,
and an error analysis reveals that several errors

17Development set results can be found in Appendix D.



are caused by locations that cover multiple coun-
tries, in particular archiepelagoes like the Caroline
Islands and the Mariana Islands, which are not
retrieved correctly by the LLMs. For the total dam-
age field, a challenge is that this is often reported
by less exact phrases, such as “minimal”, “>$1.8
million”, compared to other fields. Increasing the
accuracy of these fields is likely to require a combi-
nation of more advanced prompting strategies and
improved post-processing.

5 Related Work

The notion of using NLP for extracting impact in-
formation from textual data is rapidly gaining trac-
tion in the fields of climate and impact science.
While no previous work has attempted to build a
global multi-hazard database, such as the one that
we are presenting here, there have been a number
of implementations of NLP approaches in more tar-
geted contexts. For instance, de Brito et al. (2020)
extract and classify impact statements in newspaper
articles for the 2018/19 German drought. This line
of work is continued by Sodoge et al. (2023) and
Alencar et al. (2024), who use supervised classifica-
tion models to extract information from newspaper
articles on the different socio-economic impacts
of droughts in Germany. NLP approaches have
also been applied to social media, for example by
Zhang et al. (2021), who use a BERT model to iden-
tify mentions of seven different types of drought
impacts in Twitter data originating in California,
United States. Other authors have used automated
processing of textual data to provide a broader cat-
egorisation of climate extremes going beyond cate-
gorical impacts, notably Kahle et al. (2022), who
map the course, consequences, and aftermaths of
the 2021 European floods. Finally, as a direct pre-
cursor of the information extraction approach pre-
sented in this paper, we mention Li (2023), who
focuses on Wikipedia articles and URLs to extract
impacts of multiple classes of climate extremes,
achieving 86% accuracy for time and 92% for loca-
tion with GPT-3.5, surpassing the performance of
a BERT model.

6 Discussion and Conclusion

We have presented the first evaluation of an LLM-
based system for building a database of climate
extreme impacts. The results show that this is a
challenging task, especially for certain types of in-
formation, and that LLMs still need to be supported

by more traditional NLP techniques to ensure cor-
rect data typing and consistency. Our comparison
of different LLMs indicates that open-source mod-
els match the performance of GPT-4 on specific
information types (in particular the main event
category), and it is likely that the results can be
improved further through model-specific prompt
engineering and better pre- and post-processing.

Even discounting inaccuracies introduced by the
LLMs, the quality of the database depends on the
correctness of the data presented in the Wikipedia
and Artemis articles. The issue of potentially incor-
rect or incomplete impact data is shared with other
current state-of-the-art global impact datasets (e.g.
DesIinventar and EM-DAT; Panwar and Sen, 2020;
Jones et al., 2022). In this respect, it is crucial to
underscore that there is often no ground truth for
impacts of a specific event, as many impacts can-
not be or are not directly measured, but rather are
estimated.

Despite the inherent biases in using Wikipedia
and Artemis as data sources, our approach presents
several advances upon existing global impact
datasets that are routinely used. Existing datasets
typically include manual and unsystematic compi-
lation steps, and do not connect entries to specific
sources, thus hindering validation. In contrast, our
proposed database enables users to trace each en-
try back to a specific textual source. Moreover,
unlike most current impact databases we include
ranges where no precise numbers are reported in
our sources or where multiple estimates are quoted,
thus facilitating uncertainty quantification. Finally,
the highly automated pipeline that we developed
enables frequent updates of the database, for ex-
ample, if new impact information or data sources
become available.

We nonetheless recognize that several additional
steps may further facilitate the use of our database
in research, notably connecting entries to observed
environmental variables (e.g. water levels, wind
speeds, temperatures). We thus conclude that,
notwithstanding practical and technical challenges,
LLMs are a promising tool to develop a new gener-
ation of databases of climate extreme impacts.

Limitations

The study presented in this paper has a number
of limitations that should be considered when in-
terpreting its results. The evaluation only covers a
limited number of fields in the database schema and



is based on a relatively small test set due to a lack
of resources. The test set is furthermore skewed
in several respects, in particular concerning article
types, event categories and geographical locations.
Moreover, the comparison of LLMs is likely to be
biased by the fact that prompts were engineered for
GPT-4 and then applied with minimal adaptation
to Mixtral and Mistral. Finally, the fact that only
documents in English are considered constitutes
a further limitation. The evaluation results must,
therefore, be interpreted with caution, and further
studies are needed to assess to what extent they can
be generalized to other settings, models, languages,
and data distributions.

Ethics Statement

We do not foresee this paper raising any major
ethical issues. It only uses public data sets with no
personal or otherwise sensitive information, and all
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factors including the use of data in English only,
the selection of extreme events is biased towards
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A Keywords for Document Selection

Category Keywords
Drought drought, droughts, dryness, dry spell, dry spells, rain scarcity, rain scarcities,

rainfall deficit, rainfall deficits, water stress, water shortage, water shortages,
water insecurity, water insecurities, limited water availability, limited water
availabilities, scarce water resources, groundwater depletion, groundwater
depletions, reservoir depletion, reservoir depletions

Extreme Temperature heatwave, heatwaves, heat wave, heat waves, extreme heat, hot weather, high
temperature, high temperatures
cold wave, cold waves, coldwave, coldwaves, cold snap, cold spell, arctic
snap, low temperature, low temperatures, extreme cold, cold weather

Flood floodwater, floodwaters, flood, floods, inundation, inundations, storm surge,
storm surges, storm tide, storm tides

Wildfire wildfire, forest fire, bushfire, wildland fire, rural fire, desert fire, grass fire, hill
fire, peat fire, prairie fire, vegetation fire, veld fire

Storm windstorm, windstorms, storm, storms, cyclone, cyclones, typhoon, typhoons,
hurricane, hurricanes, blizzard, strong winds, low pressure, gale, gales, wind
gust, wind gusts, tornado, tornadoes, wind, winds, lighting, lightings, thunder-
storm, thunderstorms, hail, hails
extreme rain, extreme rains, heavy rain, heavy rains, hard rain, hard rains,
torrential rain, torrential rains, extreme precipitation, extreme precipitations,
heavy precipitation, heavy precipitations, torrential precipitation, torrential
precipitations, cloudburst, cloudbursts

Table 3: Keywords for document selection by event category. The category Storm subsumes the more specific
categories Tornado, Tropical Storm/Cyclone, and Extratropical Storm/Cyclone in the database schema.

B Selected LLM Prompts

prompt_main_event=f'''
Based on the provided article {info_box} {whole_text},
please extract information about the main event {event_name},
and assign the details as follows:

- "Main_Event": "identify the event category referring to
"Flood; Extratropical Storm/Cyclone; Tropical Storm/Cyclone; Extreme
Temperature; Drought; Wildfire; Tornado".
Only one category should be assigned."

- "Main_Event_Assessment_With_Annotation": "Include text from
the original text that supports your findings on the Main_Event."
please give the json format output of these two items above,
and please make sure that your annotation text is explicitly
from the original text provided.

'''

prompt_country = f'''
Based on the provided article {info_box} {whole_text},
identify all countries affected by {event_name},
and assign the appropriate details:



- "Country": "List all countries mentioned in the text as being
affected by {event_name}."

- "Country_With_Annotation": "For each location listed, include
a snippet from the article that supports why you consider it
affected by {event_name}. This annotation should help illustrate
how you determined the country was impacted. This should directly
quote the original text."

Please give the json format output of these two items above,
and please make sure that your annotation text is explicitly
from the original text provided.

'''

prompt_time = f'''
Based on the provided article {info_box} {whole_text},
identify the time infomation {event_name} described,
and assign the appropriate details:

- "Start_Date": "The start date of the event. If the specific
day or month is not known, include at least the year if it's
available. If no time information is available, enter 'NULL'.
If the exact date is not clear (e.g., "summer of 2021", "June
2020"), please retain the text as mentioned."

- "End_Date": "The end date of the event. If the specific day or
month is not known, include at least the year if it's available.
If no time information is available, enter 'NULL'. If the exact
date is not clear (e.g., "summer of 2021", "June 2020"), please
retain the text as mentioned."

- "Time_With_Annotation": "Include text from the original text
that supports your findings on the start date and end date.
This should directly quote the original text."

Please give the json format output of these three items above,
and please make sure that your annotation text is explicitly
from the original text provided.

'''

prompt_death_per_country = f'''
Based on the provided article, which includes the information
box {info_box} and the full text {whole_text}, first extract
and summarize the total number of deaths associated with
{event_name}, along with supporting annotations from the article.
Organize this information in JSON format as follows:

- "Total_Summary_Death":{{
- "Total_Deaths": "The total number of people who died in
{event_name}, both directly and indirectly.
Use the exact number if mentioned, or retain the text or range as
provided for vague numbers (e.g., 'hundreds of,' '500 families,'



'thousands of,' '300-500 people'). If the information is missing,
assign 'NULL'."
- "Total_Death_Annotation": "Provide excerpts from the article
that directly support your findings on the total number of
deaths. This should directly quote the original text."
}}

If the "Total_Deaths" is not "NULL" or "0", then, delve deeper to
provide a detailed breakdown of these deaths by country.
The first instance in the "Specific_Instance_Per_Country_Death"
section for each country provides a summary of the total deaths
within that country and the "Location_Death" is the country name,
followed by a breakdown into specific cities, towns, or regions
where possible. Organize this information in JSON format as follows:

- "Specific_Instance_Per_Country_Death":[{{
- "Country": "Name of the country."
- "Location_Death": "The specific place within the country where
the deaths occurred, including towns, cities, or regions."
- "Start_Date_Death": "The start date when the deaths occurred,
if mentioned."
- "End_Date_Death":"The end date when the deaths occurred, if
mentioned."
- "Num_Death": "The number of people who died in this specific
location or incident related to {Event_Name}. Use the exact
number if mentioned, or retain the text or range as provided for
vague numbers (e.g., 'hundreds of,' '500 families,' 'thousands
of,' '300-500 people'). If the information is missing, assign
'NULL'."
- "Death_with_annotation": "Excerpts from the article that
support your findings on the location, time, number of deaths.
This should directly quote the original text."
}}]

Ensure to capture all instances of death mentioned in the
article, including direct and indirect causes.

'''
prompt_total_per_country = f'''

Based on the provided article, which includes the information
box {info_box} and the full text {whole_text} related to
{Event_Name}, first extract and summarize detailed information
about the total economic loss or damage caused by {Event_Name},
focusing specifically on the economic impact in the mentioned
regions. The information should be organized in JSON format
as follows:

- "Total_Summary_Damage": {{
- "Total_Damage": "Specify the economic loss or damage reported.
If this information is not mentioned, assign 'NULL'."
- "Total_Damage_Units": "Indicate the currency of the reported damage
(e.g., USD, EUR). If the currency is not specified, assign 'NULL'."
- "Total_Damage_Inflation_Adjusted": "State 'Yes' if the reported



damage amount has been adjusted for inflation; otherwise, indicate
'No'. If this aspect is not mentioned, provide your best judgment
based on the context."
- "Total_Damage_Inflation_Adjusted_Year": "Mention the year used for
inflation adjustment, if applicable. If the amount is not adjusted
for inflation or this detail is not provided, assign 'NULL'."
- "Economic_Impact_with_annotation": "Directly quote portions of
the text that substantiate your findings on the total economic loss
or damage. This should directly quote the original text."
}}

If the "Total_Damage" is not "NULL" or "0", then, delve deeper
to provide a detailed breakdown of economic damages by country.
For the first instance in the
"Specific_Instance_Per_Country_Economic_Damage" section for each
country, provide a summary of the total economic damage within that country
and the "Location_Damage" is the country name,
followed by a breakdown into specific cities, towns, or regions
where possible. Organize this information in JSON format as follows:
- "Specific_Instance_Per_Country_Damage":[ {{
- "Country": "Name of the country.",
- "Location_Damage": "The specific place within the country where the
economic impact occurred, including towns, cities, or regions."
- "Damage": "The amount of economic damage."
- "Damage_Units": "The currency of the economic damage, like USD, EUR.
If not specified, assign 'NULL'."
- "Damage_Inflation_Adjusted": "Indicate 'Yes' if the damage amount
has been adjusted for inflation; otherwise, 'No'."
- "Damage_Inflation_Adjusted_Year": "The year of inflation adjustment,
if applicable. If not adjusted or not applicable, assign 'NULL'."
- "Damage_Assessment_with_annotation": "Include text from the original
article that supports your findings on the economic impact amount and
details for each specific instance. This should directly quote the
original text."
}}]

Ensure to capture all instances of economic loss or damage mentioned
in the article, including direct and indirect causes, and organize
them in the JSON format output.

'''



C Event Distributions in the Benchmark Database

Figure 3: The left panel displays the co-distribution of event location in the benchmark database, categorized by
the continent or large geographical region, with entry article source type, and frequency denoted by counts over
the number (289) of database events. The right panel displays the same co-distribution, but for event category
rather than location. Extra. Cycl. refers to the Extratropical Storm/Cyclone category, Trop. Cycl. to Tropical
Storm/Cyclone, and Ex. Temp. to Extreme Temperature.



D Development Set Results

GPT-4 Mistral (7B) Mixtral (8x7B)
Category Tot Wik Art Tot Wik Art Tot Wik Art
Event Category 0.080 0.095 0.000 0.070 0.071 0.062 0.080 0.071 0.125
Location 0.335 0.310 0.466 0.466 0.415 0.730 0.479 0.454 0.609
Start-Year 0.020 0.012 0.063 0.740 0.809 0.375 0.130 0.095 0.312
Start-Month 0.049 0.047 0.063 0.750 0.821 0.375 0.150 0.120 0.312
Start-Day 0.103 0.058 0.339 0.753 0.822 0.400 0.208 0.160 0.455
End-Year 0.030 0.024 0.063 0.750 0.810 0.437 0.190 0.143 0.437
End-Month 0.058 0.048 0.112 0.760 0.821 0.437 0.205 0.160 0.442
End-Day 0.125 0.073 0.393 0.764 0.822 0.460 0.288 0.230 0.589
Deaths–Min 0.064 0.041 0.188 0.261 0.263 0.250 0.239 0.237 0.250
Deaths-Max 0.061 0.037 0.188 0.267 0.272 0.250 0.236 0.233 0.250
Damage-Min 0.191 0.110 0.617 0.490 0.526 0.304 0.334 0.267 0.687
Damage-Max 0.187 0.110 0.592 0.480 0.518 0.280 0.334 0.267 0.687
Damage-Cur 0.300 0.214 0.750 0.410 0.345 0.750 0.380 0.298 0.812
Total Event 0.115 0.084 0.274 0.497 0.523 0.364 0.232 0.195 0.426

Table 4: Results on the development set with three different LLMs: GPT-4, Mixtral, Mistral. Average difference
over all events (Tot) and separately for Wikipedia (Wik) and Artemis (Art) articles.


	Introduction
	Database Design
	Information Extraction
	Document Selection
	LLM Prompting
	Post-Processing

	Evaluation
	Data Annotation
	Evaluation Metrics
	Experimental Results

	Related Work
	Discussion and Conclusion
	Keywords for Document Selection
	Selected LLM Prompts
	Event Distributions in the Benchmark Database
	Development Set Results

