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ABSTRACT

Theories in cognitive psychology postulate that humans use similarity as a basis
for object categorization. However, work in image classification generally as-
sumes disjoint and equally dissimilar classes to achieve super-human levels of
performance on certain datasets. In our work, we adapt notions of similarity using
weak labels over multiple hierarchical levels to boost classification performance.
Instead of pitting clustering directly against classification, we use a warm-start
based evaluation to explicitly provide value to a clustering representation by its
ability to aid classification. We evaluate on CIFAR10 and a fine-grained classifi-
cation dataset to show improvements in performance with the procedural addition
of intermediate losses and weak labels based on multiple hierarchy levels. Further-
more, we show that pretraining AlexNet on hierarchical weak labels in conjunc-
tion with intermediate losses outperforms a classification baseline by over 17% on
a subset of Birdsnap dataset. Finally, we show improvement over AlexNet trained
using ImageNet pre-trained weights as initializations which further supports our
claim of the importance of similarity.

1 INTRODUCTION

Similarity is one of the bases of object categorization in humans (Rosch, 1999). Theories of percep-
tual categorization in cognitive psychology postulate that humans construct categories by grouping
similar stimuli to construct one or several prototypes. New instances are then labeled as the category
that they are most similar to. For instance, when one categorizes a specific animal as a dog, they are
saying that it is more similar to previously observed dogs than it is to all other objects. This view
of categorization better explains the often fuzzy boundaries between real-life classes, where a new
object may be equally similar to multiple prototypes. For example, while a dolphin is technically a
mammal, its visual appearance is similar to fish, resulting in a lot of people misclassifying it.

While research in cognitive psychology on object categorization might indicate that similarity should
play a central role in object classification in humans, image classification in computer vision seems
to do pretty well without using it. The task is commonly interpreted as one of classifying an image
into one of multiple classes that are assumed to be disjoint and equally dissimilar. The use of
softmax-based loss functions assumes that the classes are disjoint, while the use of one-hot labels
assumes that classes are equally dissimilar. Despite those strong assumptions, which seem to violate
human notions of categories, image classification has shown remarkable progress, achieving super-
human performance on multiple datasets (Ioffe & Szegedy, 2015; He et al., 2015). Far from being
an anomaly, state-of-the-art models across image classification benchmark datasets use losses, such
as cross-entropy loss, that make the explicit assumption of disjoint classes. However, Hinton et al.
(2015) notes that the predictions of ensembles of image classification models produces soft labels
that “define a rich similarity structure over the data” despite the predictions of individual models not
capturing this structure.

Can similarity-based metrics improve classification performance in convolutional neural networks?
Previous work has tried to answer this question in different problems such as metric learning (Bellet
et al., 2013), clustering (Seldin et al., 2003), and hierarchical classification (Lee & Crawford, 2005).
We focus on applications of similarity in the context of convolutional neural networks such as Hsu
& Kira (2015) who use a contrastive loss to perform end-to-end clustering using weak labels. While
they show impressive performance on MNIST (LeCun et al., 1998) and CIFAR-10 (Krizhevsky &
Hinton, 2009), their method does not scale well to more complex datasets. Rippel et al. (2016) pro-
pose a new loss function, magnet loss, to learn a representational space where distance corresponds
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to similarity. They show that clustering in this space allows them to achieve state-of-the-art perfor-
mance on multiple fine-grained classification datasets.! However, they initialize their model with
pre-trained weights on ImageNet(Russakovsky et al., 2015), so it is not clear whether their model
is learning a good representation, or if it is finding a good mapping between already learned rep-
resentations and the labels. Wu et al. (2017) pose the problem as one of hierarchical classification
and propose a loss based on an ultra-metric tree representation of a hierarchy over the labels. While
their loss has interesting properties, it only outperforms classification losses for datasets with a small
number of instances per class. In this work, we use a contrastive loss to improve the classification
performance of randomly initialized convolutional neural networks on a fine-grained classification
task.

What measures of similarity should we teach our model? We represent the relations between our
classes in a hierarchy where the labels are all leaf nodes. Therefore, there are two kinds of similari-
ties that we want our model to capture. The first is intra-class similarity—all cats are similar to each
other and they are dissimilar to other animals. The second is inter-class similarity—dogs and cats
are more similar to each other than they are to non-living objects. For a more complex hierarchy,
our model should learn similarity at different levels of the class hierarchy. Wu et al. (2017) use
their hierarchical loss function to learn those similarities, however, they observe that reducing the
similarity between two classes across all levels of the hierarchy to a single value biases the model
towards correct classification at the higher levels of the hierarchy resulting in poor classification
performance. Rippel et al. (2016) also observe that applying classification losses to the final layer
reduces the entire representation of each class to a single scalar value which destroys intra- and
inter-class variation. However, these are the same variations that we want our model to capture. We
overcome those limitations by explicitly training the model to capture different grains of similarity
at different levels of the network through applying an intermediate pairwise contrastive loss at those
levels. In this manner, we can use hierarchical information, such as species of birds having the same
coarse-grained category of bird while having different fine-grained labels. Despite being able to en-
code different levels of similarity, a contrastive loss does not require an explicit hierarchy; we only
need weak labels for pairs of instances.

How can we evaluate the representations learned by a clustering algorithm? Previous work has
always tried to compete against classification using metrics biased towards the latter task. While
some researchers have used hierarchical metrics (Wu et al., 2017) or qualitative measures (Rippel
et al., 2016) to evaluate the quality of their representations, their primary evaluation criteria has
consistently been the classification accuracy of their model. We propose another way to evaluate the
clustering representations by using the clustering model as a “warm start” from which they can train
on classification. The intuition is that if the clustering model learned a representations that captures
similarity in a space, it would be be at an advantage when it is fine-tuned for classification.

We propose the use of a contrastive loss at different layers of a convolutional neural network to learn
a notion of similarity across a set of labels. We also propose the use of the accuracy of a model
pre-trained for clustering and fine-tuned for classification as an evaluation metric for clustering al-
gorithms.

2 INTERMEDIATE PAIRWISE CONTRASTIVE LOSS

Pairwise contrastive losses were first proposed by Hadsell et al. (2006) to learn a function that maps
high dimensional inputs to lower dimensional outputs such that distances in the lower dimensional
space approximate relationships in the input space. Relationships in the input space are not restricted
to simple distance measures. In the context of image classification, the resulting function would have
to learn the complex invariances that make two images of the same class similar, such that they are
both mapped to points that are close to each other in the output space. This loss can be calculated
using the representation of two points in the same embedding space and a binary label for whether or
not they are similar. Hence, the loss only requires weak labels in the form of pairwise relationships.

! It should be noted that in work following that paper, Krause et al. (2016) achieve a better performance
using softmax, which can be seen as their baseline classification models.
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Figure 1: Pairwise losses are applied to intermediate layers of the network as they are calculated
through pairwise comparisons of the activations at those layers.

2.1 LoSsS FORMULATION

Let (X1,X5) be vectors that are calculated as mappings of two input instances in the same embedding
space. lx, x, is an indicator variable that takes a value of one if (X7, X5) are similar and zero
otherwise. D(X,Y") can be any distance function between two vectors in the same space. Lg(-) is a
partial loss function for a similar pair, and L (+) is a partial loss function for dissimilar pairs. Then
the general formulation of the pairwise contrastive loss function is as shown in Eq. (1):

L(X1,X2) =1x, x, Ls(D(X1,X2)) + (1 - 1x, x,)Lp(D(Xy, X2)). (1)

The first half of Eq. (1) penalizes any divergence between the two vectors for similar instances while
the second half of the loss rewards divergence up to a margin. Following the formulation proposed
by (Hsu & Kira, 2015), we use Kullback-Leibler (KL) divergence as our distance metric and a hinge
loss for dissimilar cases. The final formulation of the loss we use is shown in Eq. (2):

L(P,Q) =loss(P,Q) + loss(Q, P), (2)

loss(P,Q) = 1pg KL(P||Q) + (1 — 1pg) max{margin — KL(P||Q),0}, 3)
k P

KL(P Q) =3 Pilog (5) o)

We have found that a value of two for the margin works well. Since we apply the loss to activations
at intermediate layers of the network, we first apply a softmax operation on the activations to obtain
the two vectors, P and @), used in Eq. (2).

2.2 HIERARCHICAL SIMILARITY

Given that one of our objectives is to encode different levels of similarity into the representations
learned by the network, we explore different ways of using the intermediate loss to achieve that goal
as shown in Fig. 2. We establish a baseline network where the losses are all applied to the output of
the last layer. We then use three different variants by applying intermediate losses at different levels
of the network. In variant B, we apply the intermediate loss at the penultimate layer. This allows us
to apply the contrastive-loss to a higher dimensional space where it could potentially learn a richer
representation. In variants C and D, we provide the network with two different kinds of weak labels
based on fine-grained and coarse-grained. Since we expect that a weaker form of similarity would be
more beneficial earlier on in the network pipeline, we apply the coarse-grained loss to the second-
to-last fully-connected layer in Network C. It should be noted that many instance pairs will have
contradicting losses since they may match at the coarse-grained level but conflict at the fine-grained



Under review as a conference paper at ICLR 2018

Network A

| Conv. Layers |—>| FC 6: 4096 |—>| FC7:4096 > FC 8: Fine Labels !

Dataset label heirarchy

Network B

1 1 ]
| Conv. Layers |—>| FC 6: 4096 l—»: FC 7: 4096 ->E FC 8: Fine Labels XN )
----------- B Coarse-grained classes
: f : based weak labels

Network C / ........ . / ,,,,,,, .
; : T et ]
| Conv. Layers |—> FC 6: 4096 -—»: FC 7: 4096 -—»E FC 8: Fine Labels 1 3 3 X
’ e BEEEEEEEEEEEEE ! s N/ v/ Fine-grained classes
' S S ) based weak labels
Network D Seo- Se- Se-

| Conv. Layers }-|:{ FC 6: 4096 }?‘; FC 7: 4096 E—»E FC 8: Fine Labelsi
{ FC SKIP: 4096 -

Figure 2: Different network architecture and losses. Network A is the baseline network. Network
B applies the fine-grained intermediate loss to the penultimate layer as well. Network C extends
Network B by applying the coarse-grained intermediate loss at the second-to-last layer. Network
D extends Network B by adding a branch around the second-to-last layer, and applying the coarse-
grained intermediate loss there.

level. To tackle this, we augment the network with a skip layer around the second-to-last layer and
apply the coarse-grained loss to the skip layer only. Hence, the coarse-grained loss will only provide
additional information to the network without directly detracting from the representations passed to
subsequent layers. While we show the network variants on AlexNet, the same ideas are applied to a
variant of LeNet that has three fully-connected layers.

We follow the efficient implementation regime proposed by (Hsu & Kira, 2015) in order to train a
single network based on pairwise constraints. The original network formulation to handle pairwise
constraints is a Siamese network. For every pairwise constraint, at least two data passes need to be
performed which results in redundancies. Instead, we feed the softmax outcomes from a single net-
work and the pairwise similarity constraints to the contrastive loss function which externally handles
all possible pairwise constraints that are available within a mini-batch. We further extend the appli-
cation of contrastive loss functions to multiple intermediate layers with a minimal overhead of extra
processing and pairwise constraints, if alternate hierarchical labels are used. Details regarding the
exact parameters and setup used to perform experiments are furnished in the Appendices. PyTorch?
is used for all implementations discussed within this paper.

3 EXPERIMENTS

We evaluate our approach on two different datasets using two different convolutional neural
networks: LeNet on CIFARIO and AlexNet on Birdsnap34-a 34-class subset of the Birdsnap
dataset (Berg et al., 2014). We generate coarse-grained labels for CIFAR10 by separating the ten
classes into six animal classes and four vehicle classes. Below is a discussion of how we constructed
Birdsnap34.

Birdsnap34 Birdsnap is a popular fine-grained classification dataset that has 500 different classes
and over 40,000 images. We annotated Birdsnap using the scientific classification of each bird to
create a six-level hierarchy over all the labels. In this work, we use the birds’ subfamily and family as
our fine-grained and coarse-grained labels, respectively. Using a pairwise loss with a large number of
classes poses a significant implementation challenge. For a uniform dataset with n classes, the ratio
of similar pairs to dissimilar pairs is roughly 1 : (n — 1). Hence, for a large number of classes, most
of the pairs will be dissimilar resulting in a very weak signal to the model for clustering instances
together. This challenge is analogous to that of imbalanced datasets (Van Horn & Perona, 2017),
which is a major problem that lies beyond the scope of our paper. Instead of abandoning Birdsnap,
we curate a 34-class subset, which we will refer to as Birdsnap34, and apply our approach to it. The
classes are chosen such that each class comes from a unique biological subfamily of birds. Through

*http://pytorch.org/
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sampling form unique subfamilies, we increase the interclass variance between our classes. The
resulting dataset has 2982 training images and 158 test images that are divided into 34 fine-grained
and 18 coarse-grained classes. We plan on extending our model to the entire Birdsnap dataset in
future work.

All the network architectures used have randomly initialized weights unless specified otherwise.
The models are evaluated using accuracy, purity, and Normalized Mutual Information (NMI) (Strehl
& Ghosh, 2002). We train each model for a fixed number of epochs, and we report the top per-
forming results out of 5 runs. Details regarding the exact parameters and setups used to perform the
experiments are available in Appendix B.

3.1 QUALITY OF WARM START AS AN EVALUATION METRIC

In our first experiment, we show the value of evaluating the representations learned by a clustering
loss through using it as a warm start from training on classification. We replicate the setup used
by Hsu & Kira (2015) by using LeNet on CIFARI10, and extend their framework to AlexNet on
Birdsnap34. We use the Hungarian algorithm (Kuhn, 1955) to evaluate clustering accuracy. This
method of evaluation assumes that the clusters will be centered across the different dimensions of
the softmax output of the final layer. The Hungarian algorithm is then used to find the assignment
of dimensions to classes that would achieve the highest accuracy. We use the Hungarian algorithm
to evaluate clustering performance in all of our experiments.

Table 1: Baseline classification performance of LeNet and AlexNet

CIFAR-10 || Birdsnap-34
Classification 75.48 53.50
Clustering 74.21 17.20
Warm Start Classification 75.75 50.32

From Table 1 we observe that for CIFAR10, the application of the loss to the final layer results
in clustering performance almost matching classification performance. However, in more complex
dataset such as Birdsnap34, this pattern disappears. This supports the pattern shown in (Hsu &
Kira, 2015) where the gap between clustering and classification performance increases when they
move from MNIST to CIFAR10. The Cross-Entropy loss formulation, as mentioned in (Hsu & Kira,
2015), is extremely harsh and seeks to segment each and every sample into one absolute class. The
tSNE (van der Maaten & Hinton, 2008) outcomes from the last fully connected layer of LeNet in
Fig. 3 match our observations.

(a) Classification (b) Clustering

Figure 3: t-SNE Visualization of the outputs of LeNet on CIFAR10
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3.2 INTERMEDIATE LOSS

The previous experiment indicates that the representations learned from end-to-end clustering do
not extend beyond simple datasets. We posit that this is a result of how the clustering loss is applied.
Most machine learning models only apply losses to their last layer. This is generally a reasonable
thing to do since we only have labels for the output of the last layer. On the other hand, pairwise
losses can be applied at any level of the network since they only require a pair of vectors in the same
embedding space. In this experiment we explore the potential of applying losses at intermediate
layers on the learned representations.

Table 2: Using intermediate losses

Clustering Acc. NMI  Purity | Classification Acc.
Cross-Entropy - - - 75.48
CIFARI10 LeNet A 74.21 055 0.74 75.75
LeNet B 72.66 054 0.73 75.42
Cross-Entropy - - - 53.50
Birdsnap34 AlexNet A 17.20 039 0.17 50.32
AlexNet B 20.38 045 0.20 45.86

We train two variants of LeNet and AlexNet using the pairwise contrastive loss. Variant A follows
the setup used by Hsu & Kira (2015), while Variant B applies the same loss at both the final and
penultimate layer of the convolutional neural network. We also train the same network using Cross-
Entropy loss to establish baseline performance. As shown in Table 2, performance on CIFAR10 is
almost the same across all three settings. Meanwhile, we see clear differences on Birdsnap34. There
is a significant increase across all metrics for the clustering models for the intermediate loss version,
however, this improvement does not carry over to the classification accuracy.

3.3 HIERARCHICAL CLUSTERING

Previous work on embedding spaces has shown that adding structure to the embedding space or
learning it using a hierarchical structure often validates its integrity as well as improves perfor-
mance (Mikolov et al., 2013). In an effort to understand the impact of adding a hierarchical-label-
based contrastive loss to our baseline networks, we apply it on variants C and D of LeNet and
AlexNet. Since the restriction on dimensionality is removed by using a contrastive loss with KL di-
vergence, we can directly apply the same loss to an alternate set of weak labels and representations.
Our ultimate expectation is that adding hierarchical structure should aid in improving classification,
given their potency to improve embedding spaces as shown in previous works.

Table 3: Impact of adding heirarchy based weak labels

Clustering Acc. NMI  Purity | Classification Acc.

Cross-Entropy - - - 75.48

LeNet A 74.21 055 074 75.75

CIFAR10 | LeNetB 72.66 054 0.73 75.42
LeNet C 72.84 055 0.73 75.11

LeNet D 74.17 056 0.74 75.53
Cross-Entropy - - - 53.50

AlexNet A 17.20 039  0.17 50.32

Birdsnap34 | AlexNet B 20.38 045 020 45.86
AlexNet C 24.84 051 0.25 70.70

AlexNet D 22.29 049 022 65.61

Table 3 shows that the experimental results align with our expectations in terms of overall im-
provement in classification. As seen in other experiments, the performance on CIFAR10 is almost
the same across all metrics. Meanwhile, there is a spike in performance for Birdsnap34 for both
AlexNet C and D with the metrics far exceeding classification performance. Given that Birdsnap34
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has a more well-defined hierarchy, it would be expected that using the hierarchical labels to learn
similarity would result in learning good representations. Another thing worth noting is that the
dataset is curated by having subfamilies as fine-grained labels and biological families as coarse-
grained labels. This structure results in similarity along this tree corresponding to distinct visual
features. This might be indicating that choice of hierarchy can have an impact on performance. A
surprising finding is that AlexNet C outperforms AlexNet D. One would expect AlexNet D to be
able to extract features for both the coarse and fine levels of the hierarchy. We plan on investigating
this in future work.

3.4  SENSITIVITY TO NETWORK SIZE AND WEIGHT INITIALIZATION

Given the ability of standard end-to-end clustering networks to perform fine-tuned classification
reasonably well, we test their sensitivity towards network size in order to understand if they would
be able to achieve or outperform their simpler baseline classification counterparts. In order to do
so, we double the number of convolutional filters and the sizes of fully-connected layers within
AlexNet. We use their doubled networks to perform clustering and fine-tune them for classification.
We denote these modified networks with a suffix of “Double.”

Table 4: Sensitivity to network capacity

Clustering Acc. NMI  Purity | Classification Acc.
Cross-Entropy - - - 53.50
AlexNet A (Double) 22.93 049 023 59.24
AlexNet C 24.84 051 0.25 70.70

Table 5: Comparison against ImageNet pre-trained weights

Clustering Acc.  NMI  Purity | Classification Acc.
Cross-Entropy - - - 81.53
AlexNet C 24.20 0.51 024 82.80

From Table 4, we clearly observe that clustering is highly sensitive to network capacity. Compared
to AlexNet A, its doubled counterpart allows clustering to learn better representations which leads
to classificaiton performance being higher than the baseline classification model. However, our
AlexNet C variant outperforms the double capacity network. This points to the efficacy of the
combination of weak labels over multiple levels of heirarchy and the use of intermediate losses.
Furthermore, Table 5 shows that even we use ImageNet pre-trained weights, variant C outperforms
the ImageNet pre-trained classification baseline. This points to a tractable and viable approach to
extending performance over more complex datasets without the need to increase the capacity of
neural networks.

4 DISCUSSION AND FUTURE WORK

In this work, we argue that similarity-based losses can be applied as a warm start to boost the
performance of image classification models. We show that applying a pairwise contrastive loss to
intermediate layers of the network results in better clustering performance, as well as better fine-
tuned classification performance. Furthermore, we demonstrate how the pairwise loss can be used
to train a model using weak hierarchical labels.

We find that training with hierarchical labels results in the highest performance beating models with
more parameters and approaches the performance of models pre-trained with ImageNet weights.
This is a very significant finding since ImageNet contains multiple bird classes, so a model pre-
trained with ImageNet has seen many more birds than a model pre-trained with pairwise constraints
on Birdsnap34. Nevertheless, it only outperforms a cluster-based warm-start model by just 10%.
Regardless, we also show that applying our approach to ImageNet weights still results in a boost
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of 1.27%. This supports our claim that similarity-based metrics can improve classification perfor-
mance, but it suggests that the gains we expect decrease if we start of with a good representational
space.

We hope to expand this in future work in multiple ways. We plan on extending our approach to
the entire Birdsnap dataset, as well as to other fine-grained classification datasets. We also hope
to perform more extensive analysis of the quality of the embedding spaces learned as it is obvious
that the use of the Hungarian algorithm does not accurately reflect the performance of the clustering
model.
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A PREPROCESSING STEPS

We use two primary datasets, CIFAR10 and Birdsnap34, in experiments that substantiate our claims
of improving on the classification task by means of using clustering representations as a warm-start.
For the CIFAR10 dataset, we follow the preprocessing steps used by (Hsu & Kira, 2015). They are
listed below,

e Convert the images to YUV format.

e (Calculate the mean and standard deviation of U and V channels over the entire training set.

e For each image, normalize by its Y channel mean and standard deviation while normalizing
over the remaining channels using the aggregate mean and standard deviation over the
entire training set.

NOTE: The mean and standard deviation for U and V channel as per our calculations are (0.001,
0.003) and (0.227, 0.105).

For the Birdsnap34 dataset, we perform the standard normalization using mean and standard devia-
tions for R, G and B channels as (0.485, 0.229), (0.456, 0.224) and (0.406, 0.225).

B EXPERIMENTAL SETUP

Table 6: Parameters used for Classification in Network A

Parameters Values
Total Epochs 95
Batch Size 16
Learning Rate 0.01

Learning Rate Scale Factor 0.5
CIFAR10 Learning Rate Schedule 25, 50, 75, 100

Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses N/A
Total Epochs 195
Batch Size 16
Learning Rate 0.01

Learning Rate Scale Factor 0.5
Birdsnap34 | Learning Rate Schedule 50, 100, 150, 200

Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.001
Weights of Losses N/A

10
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Table 7: Parameters used for Clustering in Network A

Parameters Values
Total Epochs 95
Batch Size 16
Learning Rate 0.01
Learning Rate Scale Factor 0.5
CIFAR10 Learning Rate Schedule 25, 50, 75, 100
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses N/A
Total Epochs 195
Batch Size 1024
Learning Rate 0.01
Learning Rate Scale Factor 0.5
Birdsnap34 | Learning Rate Schedule 50, 100, 150, 200
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.001
Weights of Losses N/A

Table 8: Parameters used for Clustering in Network B

Parameters Values
Total Epochs 95
Batch Size 16
Learning Rate 0.01
Learning Rate Scale Factor 0.5
CIFAR10 Learning Rate Schedule 25,50, 75, 100
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses 0.2,0.8
Total Epochs 195
Batch Size 128
Learning Rate 0.01
Learning Rate Scale Factor 0.5
Birdsnap34 | Learning Rate Schedule 50, 100, 150, 200
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses 0.2,0.8

11
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Table 9: Parameters used for Clustering in Network C

Parameters Values
Total Epochs 95
Batch Size 16
Learning Rate 0.01
Learning Rate Scale Factor 0.5
CIFAR10 Learning Rate Schedule 25, 50, 75, 100
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses 04,02,04
Total Epochs 195
Batch Size 128
Learning Rate 0.01
Learning Rate Scale Factor 0.5
Birdsnap34 | Learning Rate Schedule 50, 100, 150, 200
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses 04,02,04

Table 10: Parameters used for Clustering in Network D

Parameters Values
Total Epochs 95
Batch Size 16
Learning Rate 0.01
Learning Rate Scale Factor 0.5
CIFAR10 Learning Rate Schedule 25,50, 75, 100
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses 04,02,04
Total Epochs 195
Batch Size 128
Learning Rate 0.01
Learning Rate Scale Factor 0.5
Birdsnap34 | Learning Rate Schedule 50, 100, 150, 200
Momentum 0.9
Optimizer SGD
margin 2.0
Weight Decay 0.0005
Weights of Losses 04,02,04
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