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Abstract

In recent years, there has been a surge in the de-
velopment of 3D structure-based pre-trained pro-
tein models, representing a significant advance-
ment over pre-trained protein language models
in various downstream tasks. However, most ex-
isting structure-based pre-trained models primar-
ily focus on the residue level, i.e., alpha carbon
atoms, while ignoring other atoms like side chain
atoms. We argue that modeling proteins at both
residue and atom levels is important since the
side chain atoms can also be crucial for numerous
downstream tasks, for example, molecular dock-
ing. Nevertheless, we find that naively combining
residue and atom information during pre-training
typically fails. We identify a key reason is the
information leakage caused by the inclusion of
atom structure in the input, which renders residue-
level pre-training tasks trivial and results in insuf-
ficiently expressive residue representations. To
address this issue, we introduce a span mask pre-
training strategy on 3D protein chains to learn
meaningful representations of both residues and
atoms. This leads to a simple yet effective ap-
proach to learning protein representation suitable
for diverse downstream tasks. Extensive experi-
mental results on binding site prediction and func-
tion prediction tasks demonstrate our proposed
pre-training approach significantly outperforms
other methods. Our code will be made public.

1. Introduction

Protein modeling is essential, as proteins play critical roles
in various cellular processes, such as transcription, transla-
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tion, signaling, and cell cycle regulation. In recent years,
advances in deep learning have significantly contributed
to the development of pre-trained models for generating
high-quality protein representations, enabling the predic-
tion of diverse properties, like protein classification and
function. Although many previous studies have focused on
pre-training based on protein sequences (Rao et al., 2021;
Lin et al., 2023; Chen et al., 2023a), the significance of pro-
tein structure as a determinant of protein function has led to
the emergence of 3D structure-based models (Zhang et al.,
2022b; 2023; Lee et al., 2023). The development of these
models has been greatly enhanced by recent breakthroughs
in highly accurate deep learning-based protein structure
prediction methods (Jumper et al., 2021).

A common pre-training approach in previous studies lever-
ages advances in self-prediction techniques within the field
of natural language processing (Brown et al., 2020; De-
vlin et al., 2018). In this context, the objective for a given
protein can be framed as predicting a specific segment of
the protein based on the information from the remaining
structure. Standard pre-training tasks often involve ran-
domly masking certain residues, predicting the types and
positions of the masked residues (i.e., the coordinates of
alpha carbon atoms), and the angles between them and other
residues (Zhang et al., 2022b; Guo et al., 2022; Chen et al.,
2023b). Through this process, the model effectively cap-
tures the information of the residues, thereby obtaining a
high-quality representation of the protein’s residues.

Although many pre-trained models have demonstrated suc-
cess in modeling the 3D structure of proteins, the majority
focus on the residue level, utilizing only the geometric posi-
tions of alpha carbon atoms or main chain atoms. However,
side chain atoms are also essential in numerous downstream
tasks, such as molecular docking, due to their interactions
with small molecules (Krishna et al., 2023). Thus, it is
imperative to incorporate information from all atoms in pro-
tein modeling. In our empirical study, we find that naive
atom-level modeling typically fails: (1) Simply replacing
residue input with atom input, conducting pre-training tasks
at the atom level without considering residue level, such
as predicting atom coordinates and angles, does not yield
significant improvements. This suggests that residue-based
modeling is indispensable. (2) Naively combining residue
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and atom information and conducting pre-training tasks at
both atom and residue levels does not lead to enhanced per-
formance. We identified a key reason to be the information
leakage of residue-level tasks caused by the inclusion of
atom structure in the input, which renders residue-level pre-
training tasks trivial and results in insufficiently expressive
residue representations. As shown in Figure 1, the current
residue structure can be easily predicted when surrounded
by atom structure. This indicates the necessity of properly
modeling residue information. To address this, we introduce
a Span Mask strategy on 3D Protein Chains (SMPC). We
mask the residue type of consecutive biologically meaning-
ful substructures, retaining only the alpha carbon atom for
the span-masked residues while eliminating all other atoms.
This approach increases the difficulty of residue tasks, mak-
ing it impossible to infer residue type and structure solely
from side-chain and backbone atoms, thus, prompting the
model to learn meaningful residue representations.

Our analysis leads to a simple yet effective approach. In this
paper, we propose a Vector Aware Bilevel Sparse Attention
Network (Vabs-Net), a pre-trained model that simultane-
ously models residues and atoms. Vabs-Net employs a care-
fully designed edge vector encoding module and a two-track
sparse attention module which comprise an atom-atom track
and a residue-residue track, to encode atoms and residues.
These tracks interact via alpha carbon atoms. To ensure
meaningful tasks at the residue level, we adopt the SMPC
pre-training strategy. At the atom level, we employ a random
noise strategy. Through a series of structure pre-training
tasks, such as position and torsion angle prediction, our
model effectively learns residue and atom representations
jointly, enabling comprehensive protein modeling at both
levels. An overview of our approach is shown in Figure 2.

We design a series of downstream tasks to assess the impact
of Vabs-Net. These tasks include Enzyme Commission (EC)
number prediction and Gene Ontology (GO) term predic-
tion, which focus on the global properties of proteins, as
well as binding site prediction, which emphasizes protein
local properties. Furthermore, we incorporated molecular
docking, a task known to rely on atom modeling of proteins,
as each atom may interact with small molecules. We incor-
porate the atom-level representation generated by our model
and input it into an existing docking model, subsequently
evaluating its effectiveness through performance improve-
ment in molecular docking tasks. Across these tasks, our
model, Vabs-Net, significantly outperforms previous base-
lines, demonstrating its superior efficacy. In summary, our
contributions are as follows:

1. We present a novel pre-training model Vabs-Net that
learns effective residue and atom representations simul-
taneously.

2. We propose SMPC strategy to enhance the pre-training
task at the residue level, resulting in a significant im-
provement in performance.

3. Vabs-Net achieves state-of-the-art results on various
downstream tasks, including the molecular docking
task. These results demonstrate the efficacy of the
protein representations generated by Vabs-Net.
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Figure 1. With all-atom added, the possible range for residue po-
sition is limited, thus resulting in easier prediction for residue
position and angle between edges, etc. When all atoms are utilized,
the prediction of residue positions and inter-edge angles relies
predominantly on other atoms rather than residues themselves.

2. Related Works

Pre-trained Protein Models Pre-training using protein se-
quences has recently attracted significant attention due to its
potential applications. A family of models, which includes
ProtTrans (Elnaggar et al., 2020), ESM-1b (Rao et al., 2021),
and ESM2 (Lin et al., 2023), utilize individual protein se-
quences as input and undergo pre-training by optimizing
the masked language model objective. A prompt-based
pre-trained protein model (Wang et al., 2022b) has been
introduced to guide multi-task pre-training. Additionally,
xTrimoPGLM (Chen et al., 2023a) is proposed to further
explore the potential of a unified pre-training strategy.

Recent advancements in structure-based pre-training models
have demonstrated significant improvements in performance
across a diverse range of downstream tasks. The prevailing
protein pre-training models primarily focus on predicting
a diverse range of physical quantities, including torsion an-
gles, angles between edges, alpha carbon positions, and
distances, as well as residue types. (Zhang et al., 2022b;
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Guo et al., 2022; Chen et al., 2023b; Wang et al., 2022b).
Contrastive learning has demonstrated exceptional perfor-
mance in a recent study based on GearNet (Zhang et al.,
2022b). Additionally, recent attempts for pre-training with
protein surfaces have been made (Lee et al., 2023). Nu-
merous diffusion-based models have been proposed (Huang
et al., 2023; Zhang et al., 2023). For instance, SiamD-
iff (Zhang et al., 2023) employs a pre-trained protein en-
coder through sequence-structure joint diffusion modeling.
HotProtein(Chen et al., 2022), a structure-aware pre-training
model, is proposed to improve thermostability prediction.
A self-supervised pretraining method is also used to predict
compound-protein affinity and contact(You & Shen, 2022).

Although significant progress has been made in the develop-
ment of residue-level pre-training models, there is a scarcity
of focus on atom-level pre-training models for proteins.
Among very few of them, Siamdiff (Zhang et al., 2023) can
function as either a residue or atom-level model.

The GearNet style model (Zhang et al., 2022b; Lee et al.,
2023) has demonstrated superior performance compared
to other residue-level models (Zhang et al., 2022b;b). In
addition to GearNet, we select Siamdiff (Zhang et al., 2023)
as another primary benchmark, as it has been reported to be
the most effective atom-level pre-training model. Together,
these two models provide a comprehensive and robust foun-
dation for our analysis and comparison.

Residue Level Encoder. In addition to numerous pre-
training models, several studies attempt to encode protein
structures in various downstream tasks without pre-training.
To leverage structural information, plenty of models using
structure or structure+sequence information have been pro-
posed. GVP (Jing et al., 2021) iteratively updates the scalar
and vector representations of a protein to learn its represen-
tation. Additionally, CDConv (Fan et al., 2022) employs
both irregular and regular approaches to model the geometry
and sequence structures. Furthermore, ProNet (Wang et al.,
2023) utilizes torsion angles to capture side-chain positions.

Atom Level Encoder. Because of the importance of side
chain atoms, there have also been some all-atom-level en-
coders proposed recently. IEConv (Hermosilla et al., 2020)
introduce a novel convolution operator and a hierarchy pool-
ing operator, which facilitated multi-scale protein analysis.
FAIR (ZHANG et al., 2023) attempts to encode atom and
residue-level information by employing two separate en-
coders, without incorporating any interaction between them.

3. Method
3.1. Vector Aware Bilevel Sparse Attention Network

Protein Graph Construction We first construct both
residue-level and atom-level graphs. A residue level graph

can be defined as G,.s = (Voa, Eres), Where Ve 4 includes
all alpha carbon nodes and &,..s includes all residue edges.
An atom level graph can be defined as Gurom = (V, Eatom)s
where V includes all-atom nodes, i.e. Voa C V and Egiom
includes all atom level edges. The construction of edges
involves the selection of k nearest neighbors in the space for
both residue and atom-level graph nodes. The residue-level
graph shares alpha carbon nodes with the atom-level graph.
Consequently, the bilevel graph of protein can be written as
G = (V,&res, Eatom ). The model architecture can be seen
in Figure2. This approach facilitates information exchange
between atom and residue levels, thereby not only allow-
ing atoms to acquire an expanded receptive field but also
enabling residues to obtain detailed structural information.

To comprehensively encapsulate global information on pro-
tein, we introduce a virtual origin point positioned at the
geometry center. This point is connected with every atom
and residue, integrating overall protein representation.

Node Encoding In our model, node embeddings incorporate
both atom type and residue type. Additionally, we utilize
the Large language model (LLM) version ESM (Lin et al.,
2023) to leverage sequence information. The representation
of atom nodes can be seen as follows:

« = Embeding(ATOM) + Embeding(RES) + Wgvg,

where ATOM and RE'S stand for the type of atom and
residue. W maps the shape of ESM repr. to node shape.

Edge Distance Encoding To encode the distance between
atoms or residues, we use the Gaussian kernel.

2
1 exp 1 fagglri =il = p* £ By
ok\2m 2 ok '

k={1,2,...,K}

k
9ij =
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where gﬁ ; 1s the k-th Gaussian kernel of the nodes pair
(i,7), K is the number of kernels. The input 3D coordinate
of the i-th atom is represented by r; € R?, and «; ; and
B;,; are learnable scalars indexed by the pair of node types.
p* and o* are predefined constants. Specifically, ¥ =
w x (k—1)/K and 0% = w/K, where the width w is a
hyper-parameter.

Edge Vector Encoding In previous protein-pretraining mod-
eling, structural information is traditionally encoded using
the distance between residues. While this distance-based
structural encoding may suffice for residue modeling, encod-
ing distance is not informative enough for atom modeling
since the number of atoms is much larger than that of the
residueB. Encoding edge directions in both the residue lo-
cal coordinate system and the absolute global coordinate
system can alleviate this problem. The residue local coordi-
nate system can be formulated as following steps with three
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Figure 2. An overview of Vabs-Net architecture. We use atom type, residue type, and preprocessed ESM features to encode atom nodes.
Residue nodes share representation with their corresponding alpha carbon. Encoding of edges is through vector edge encoder and distance
edge encoder to encode direction and distance of edges. We input node and edge encoding into a two-track sparse attention module. Each
track includes a sparse attention module and a feedforward neural network. This module first updates atom representations with the
atom-atom track and then updates alpha carbon atom nodes by residue-residue track. In this way, two tracks interact through alpha carbon
atom nodes. Finally, representations of nodes and edges are used for various pre-training and downstream tasks. In addition, we show
the span mask protein chain strategy on the left. Atom nodes other than alpha carbon are removed in the masked area of the span mask

protein chain method during pre-training.

backbone atoms(CA, C, N) in each residue. We use 7 to
indicate the position of atoms and set vy = ry — rc 4 and
vo = Tc — Tca as the vector of edges between N and CA,
CA and C in the absolute global coordinate system. More
generally, We define v; and vy = T4tom — Tca are the
vectors of edges from CA to an atom in the same residue in
the local residue coordinate system and global coordinate
system, respectively. They serve to encode edge directions
in subsequent steps. Then we can get a local coordinate
system with a rotational matrix R, which is used to trans-
form vectors in global coordinates to local coordinates. R is
constructed with unit vector u, v, w in XYZ axis of residue
local coordinate.

VN — V¢ VN X Vo
u = , = , W=1uXwuv,
lon — vl lon x vl
R =[u,v,w], v :RTvg.

Empirical evidence (Yifan et al., 2022) suggests that this
higher-dimensional Fourier encoding is more apt for subse-
quent processing by neural networks. The Fourier encoded

representation is defined as:
~(6) [sin <20%) , COS (20%) ey
oL—1T

an (275) oo (275)]

Thus we encode the direction of an edge from atom ¢ to
atom j by concatenating Fourier encoding angle between
edges and xy, yz, and xz planes.

Fig = Y@V GGV (DI (@I I (5]

We set ¢/ = arcsm(’ug - 24) the angle between the vector
from node ¢ to node j and the global absolute xy plane,
where 24 is the unit vector in the z-direction in the global
absolute coordinate system. ;! = arcsin(v; - £;) is the
angle between the residue local vector from node ¢ to node
7 and local residue xy plane, where 2; is the unit vector in
local coordinate. Other angles can be obtained using the

same method.

Learnable positional encoding is also applied to encode
sequential positions. As a result, the representation of edge
between atoms or residues can be summarized as follows:

eij=Wyg,; +Wsf,;, +1(i—3j),
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where I(i — j) is the learnable positional encoding based on
the sequence distance between two residues. Wy and W
maps the dimension of distance and direction encoding to
dimension of edge.

Sparse Attention Module(SAM) Numerous pre-training
models for molecules based on Graphormer have achieved
state-of-the-art performance in downstream tasks (Zhou
et al., 2023). However, a fully connected Graphormer model
can pose significant computational challenges (Lu et al.,
2023). To tailor Graphormer’s attention mechanism to the
all-atom level graph, we introduce a Sparse Graph Attention
Module aimed at reducing computational load and prevent-
ing overfitting in downstream tasks. The sparse attention
module is formulated as follows:

WQSCi(WK'Jcé)T
Vdp,

+1 _ § l l
iL'l- — ai’jwij7
JEN;

aéﬁj = softmax;en, < + WBem—) ,

where ! is the representation of node i in the ith layer. a! ;

is the attention weight. Set ; includes all nodes connected
to node 7. W is a linear layer for bias calculation. e; ; is
the edge representation between node ¢ and node j. The h
dimension in multi-head attention is omitted.

3.2. Pre-training Tasks

Span Mask Protein Chain(SMPC) Residue Type Predic-
tion During the pre-training phase, span masking is applied
to mask residue types of consecutive biologically meaning-
ful substructures. Specifically, only the alpha carbon atom
is retained for the span-masked residues, while all other
atoms are eliminated. This aims to prevent information
leakage from side chain atoms and other backbone atoms,
which could make residue type prediction and torsion an-
gle prediction trivial. We find even backbone atoms can
leak residue type to some extent. Subsequently, only alpha
carbon representation is employed for residue type predic-
tion. Cross-entropy loss serves as the objective function for
predicting residue types.

Span Mask Protein Chain(SMPC) Side Chain and Back-
bone Torsion Angle Prediction Drawing upon the feature
of alpha carbon atoms in SMPC part, Vabs-Net predicts
the cosine and sine components for seven side chain and
backbone torsion angle angles. In addition to the L1 norm
loss for cosine and sine values, the loss function encom-
passes a term that ensures the normalization of the sum of
squared sine and cosine values to promote accurate angular
representation. The loss function for this task is similar to
the one used in AlphaFold2 (Jumper et al., 2021).

Atom Position and Distance Prediction Apart from the
residue level pre-training tasks. To learn atom-level

structural information, We randomly choose consecutively
residues independent of SMPS. For these residues, we sim-
ply add Gaussian noise to atoms in those residues instead of
removing atoms. For these atoms, positions are predicted
by a movement prediction head.

The position movement prediction head we adopted is simi-

lar to the one used in Graphormer-3D (Shi et al., 2022; Lu

et al., 2023).

W(/Q xT; (WI/(:E j ) T
Vdp

bij =y aij(ry
JEN;

rP rﬁv + Wpa b:ﬁ

S

a;,j = softmax;e < + W]’Bem) ,

Ny\vi/’
-7 WLz,
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1
Laist = — > df =,
1EN|FENR

1
‘Cpos = g Z ||"af3 - erH27
i€
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where Wc/;p Wi, Wy,, W, are projection heads for move-
ment prediction head. rlN is the coordinate of node ¢ with
noise. rlRis the real coordinate of node . {2 is the set of
nodes with noise. x; and e; ; are representations of node
1 and representation of edge between node 7 and node j.
df; = ||rf — 7|2 and dfY; = ||rff — 1|2 are predicted
distance and real distance between node ¢ and node j.

Solvent Accessible Surface Area(SASA) Prediction
SASA describes the surface area of a biomolecule, such
as a protein or nucleic acid, that is accessible to a solvent.
It could be used to understand the shape of a protein. We
used freesasa (Mitternacht, 2016) to calculate SASA of each
atom. The loss function for SASA prediction is L1 loss.

4. Experiments

In this section, we report our experiment setup and results
in training and evaluation of our models for pre-training and
downstream tasks. Detailed information about downstream
task settings can be seen in Appendix D.

4.1. Pre-training

Setting During this pre-training SMPC phase, we mask
consecutive spans of the protein residues. The span mask
lengths follow a Poisson distribution with a mean () of 6
and cumulatively makeup 30% of the protein chain. For
those span-masked residues, we only retain alpha carbon
atoms. We then construct a protein KNN graph after SMPC.
Also, we randomly sample 30% of atoms of consecutive
residues and add Gaussian noise. The consecutive span of
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Table 1. Model performance on EC numbers and GO terms prediction tasks(Fy,qz). SMPC stands for span mask protein chain.

METHOD BP MF CcC EC

MTL(WANG ET AL., 2022B) 0.445 0.640 0.503 0.869
GRADNORM(CHEN ET AL., 2018; WANG ET AL., 2022B) 0.466 0.643 0.504 0.874
LM-GVP(WANG ET AL., 2022A) 0.417 0.545 0.527 0.664
ROTOGRAD(JAVALOY & VALERA, 2022) 0.470 0.638 0.509 0.876
CDCONV(FAN ET AL., 2022) 0.453 0.654 0.479 0.820
PROMPTPRO.(WANG ET AL., 2022B) 0.495 0.677 0.551 0.888
ESM_1B(LIN ET AL., 2023) 0.470 0.657 0.488 0.864
GEARNET(ZHANG ET AL., 2022B) 0.490 0.650 0.486 0.874
SIAMDIFF(ZHANG ET AL., 2023) - - - 0.857
GEARNET-ESM(ZHANG ET AL., 2022B) 0.516 0.684 0.506 0.890
SIAMDIFF-ESM(ZHANG ET AL., 2023) - - - 0.897
GEARNET-ESM-INR-MC(LEE ET AL., 2023) 0.518 0.683 0.504 0.896
VABS-NET-NO-SMPC 0.496 0.667 0.552 0.876
VABS-NET 0.531 0.695 0.579 0.900

residues also follows the same Poisson distribution with a
mean of 6. Gaussian noise is added to atoms with a scale
of 0.5A. More detailed information about our model can be
seen in Appendix C. The pre-training dataset is constructed
from the Protein Data Bank and structures predicted by Al-
phaFold (Jumper et al., 2021). To obtain high-quality data,
structures from the Protein Data Bank Database (Rose et al.,
2016) with a resolution greater than 9 are filtered out. Struc-
tures from the AlphaFold2 Database with a pLDDT lower
than 70 are filtered out. Additionally, MMSeq2 (Mirdita
et al., 2021) is utilized to cluster the dataset. Finally, we
get 163412 clusters from 1.3 million structures to accelerate
pre-training by preventing the model from learning repeti-
tive similar structures. During the training process, for each
epoch, we randomly sample one structure from each cluster,
thus leading to 163412 samples in one epoch. This leads to
a more efficient pre-training, where we only need to train
100 epochs (containing only 16w clusters/samples in one
epoch) to reach the best performance.

4.2. Protein Function Prediction

Enzyme Commission (EC) number prediction involves the
anticipation of the EC numbers associated with diverse pro-
teins, delineating their role in catalyzing biochemical re-
actions. EC numbers are drawn from the third and fourth
tiers of the EC tree, resulting in the formation of 538 bi-
nary classification tasks (Hermosilla et al., 2020). Moreover,
Gene Ontology (GO) term prediction focuses on determin-
ing whether a protein is associated with specific GO terms.
These terms categorize proteins into interconnected func-
tional classes within three ontologies: molecular function
(MF), biological process (BP), and cellular component (CC).

Setting For EC and GO prediction, we use the same datasets
as former researches (Zhang et al., 2022b). We utilize the
protein-level F, . to assess performance.

Result The results of our model on BP, MF, CC, and EC can
be seen in Table 1, which clearly shows that our Vabs-Net
model exhibits superior performance in comparison to all
baselines with respect to BP, MF, CC, and EC. A substantial
enhancement compared to GearNet-ESM demonstrates the
efficacy of atom-level encoding. The superior performance
over Siamdiff-ESM shows the importance of residue-level
encoding and the effectiveness of the proposed SMPC pre-
training strategy in learning efficient residue-level represen-
tations. To further validate SMPC'’s efficacy, we compared
our model with and without SMPC integration during pre-
training. The findings demonstrate that incorporating SMPC
contributes to effective residue-level representation learning.

4.3. Protein Binding Site Prediction

Precise prediction of protein-ligand binding site forms the
bedrock of comprehending diverse biological activities and
facilitating the design of novel drugs (Pei et al., 2023). The
binding site prediction task is to predict whether an atom or
aresidue is a binding site (binary classification task) without
inputting ligands. The localization of the binding site relies
heavily on the fine-grained local structure.

The prediction of binding sites is hindered by the limited
training data, as evident in the constrained sizes of the train-
ing sets for DNA and RNA, standing at 573 and 495 samples,
respectively (Zhang et al., 2022a). Traditional methods typ-
ically entail an extensive input of features into the model
such as atom mass, B-factor, electronic charge, whether it is
in a ring, and the van der Waals radius of the atom, among
others (Xia et al., 2021). Hence, our aim is to leverage pre-
training methods to learn meaningful atom representations
and mitigate the risk of overfitting.

Prior research efforts generally focus on handling single
tasks like small molecules or nucleic acid. Comprehen-
sive binding site prediction experiments are made on small
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Table 2. Small Molecule Binding Site Prediction Result in terms of IoU(%).

METHOD PRE-TRAIN B277 DT198 ASTEX85 CHEN251 COACH420
FPOCKET(LE GUILLOUX ET AL., 2009) X 31.5 23.2 34.1 25.4 30.0
SITEHOUND(HERNANDEZ ET AL., 2009) X 36.4 23.1 38.9 29.4 34.9
METAPOCKET2(MACARI ET AL., 2019) X 37.3 25.8 37.5 32.8 37.7
DEEPSITE(JIMENEZ ET AL., 2017) X 34.0 29.1 37.4 27.4 33.9
P2RANK(KRIVAK & HOKSZA, 2018) X 49.8 38.6 47.4 56.5 45.3
ESM2_150M(LIN ET AL., 2023) Vv 19.6 16.6 20.5 18.9 22.0
GEARNET(ZHANG ET AL., 2022B) Vv 39.9 35.8 41.0 36.4 41.3
SIAMDIFF(ZHANG ET AL., 2023) 4 37.7 31.0 40.7 35.3 40.3
VABS-NET X 57.7 48.6 57.8 53.2 61.4
VABS-NET Vv 60.1 52.0 58.8 56.3 64.1

Table 3. DNA Binding Site Prediction Result trained on DNA-573
Train, tested on DNA-129 Test.

METHOD PRE-TRAIN  AUC

TARGETDNA(HU ET AL., 2016) X 0.825
DNAPRED(ZHU ET AL., 2019) X 0.845
SVMNUC(SU ET AL., 2019) X 0.812
COACH-D(WUET AL., 2018) X 0.761
NUCBIND(SU ET AL., 2019) X 0.797
DNABIND(LIU & Hu, 2013) X 0.858
GRAPHBIND(XIA ET AL., 2021) X 0.927
ESM2_150M(LIN ET AL., 2023) v 0.779
GEARNET(ZHANG ET AL., 2022B) 4 0.849
SIAMDIFF(ZHANG ET AL., 2023) vV 0.823
VABS-NET X 0.912
VABS-NET v 0.940

molecules, DNA, and RNA to test our model.

Setting We have constructed a large high-quality small
molecule binding site dataset, and we use this dataset to
train our model and other baselines, which will be open
access to the public. For all-atom models, the label of Al-
pha C is the residue label. In DNA and RNA binding site
prediction, we use the AUC for evaluation. Baselines are
finetuned using the same setting as their original paper.

In the preparation of our small molecule training dataset, we
utilize three distinct datasets: CASF-2016 coreset, PDBBind
v2020 refined set, and MOAD. During dataset preparation,
we follow the original ligand records in these datasets to
extract the protein and ligand components based on the
corresponding PDB ID from RCSB. The extracted segments
undergo a structural repair process using in-house scripts.
For proteins, this process includes the repair of missing
residues, replenishment of absent heavy atoms, and addition
of hydrogen atoms. In the case of ligands, the process
involves repairing bond orders, adding hydrogen atoms,
and determining the correct protonation states based on
the pocket environment. A comparison of our dataset and
frequently used scPDB can be seen in Appendix A. To

avoid leakage, MMSeqs2 is used to filter out high protein
sequence similarity(similarity above 40% which is also used
in AlphaFold2 (Jumper et al., 2021)) with test sets.

Datasets for DNA and RNA are downloaded from the Biolip
and Graphbind website.

To construct the validation set, we used MMSeqs?2 to cluster
the training set so that the sequence similarity between the
validation set and the training set is lower than 40%.

Result Tables 2, 3 and 4 provide results of pre-trained mod-
els and none pre-trained models on binding site prediction.
We found that Vabs-Net outperforms all of the baseline
models. Baseline models for binding site prediction are
typically not pre-trained. Therefore, we compared the best
baselines with Vabs-Net without pre-training, revealing that
Vabs-Net performs competitively with the best baselines
when not pre-trained, thereby demonstrating the effective-
ness of our backbone. Moreover, incorporating pre-training
substantially enhances performance, surpassing other pre-
trained models considerably. The comparison between other
pre-training models and best baselines without pre-training
shows the importance of direction encoding.

Table 4. RNA Binding Site Prediction Result trained on RNA-495
Train, tested on RNA-117 Test

METHOD PRE-TRAIN  AUC
RNABIND+(WALIA ET AL., 2014) X 0.717
SVMNUC(SU ET AL., 2019) X 0.729
COACH-D(WU ET AL., 2018) X 0.663
NUCBIND(SU ET AL., 2019) X 0.715
AARNA(MIAO & WESTHOF, 2015) X 0.771
NUCLEICNET(LAM ET AL., 2019) X 0.788
GRAPHBIND(XIA ET AL., 2021) X 0.854
ESM2_150M(LIN ET AL., 2023) Vi 0.699
GEARNET(ZHANG ET AL., 2022B) 4 0.778
SIAMDIFF(ZHANG ET AL., 2023) V4 0.735
VABS-NET X 0.834
VABS-NET V4 0.880
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4.4. Molecular Docking

Predicting the binding structure of a small molecule ligand
to a protein, a task known as molecular docking, is crucial
for drug design (Pei et al., 2023). Equibind (Stérk et al.,
2022) and Diffdock (Corso et al., 2023) are the two most
commonly used models for this purpose. However, the
diffusion-based Diffdock requires substantial computational
resources; thus, we employ Equibind (Stérk et al., 2022) to
evaluate the efficacy of features from our model. Equibind
is trained using features extracted from various structural
pre-training models. To be more specific, we trained 4
distinct Equibind models. The first one is Equibind itself.
For the other three models, we add features from Gear-
Net (pre-trained by multiview contrast learning), Siamd-
iff (atom-level), and our Vabs-Net to the node representa-
tion of Equibind. Those features are pre-processed before
training. It is also important to note that Equibind is a
residue-level model. To optimize the utilization of atom-
level features from both the Siamdiff model and our own,
we implement a single attention layer to aggregate atom
features to the residue node representation of Equibind.

Setting For molecular docking, due to time constraints, we
adopt a faster and more stable version of Equibind, which
can also be seen in the official repository. More detail
is in Appendix E. To conduct a fair comparison between
our model and other pre-training models, we incorporate
ESM features into all the models under consideration. Both
Equibind and its variant enhanced with pre-trained features
are trained for 300 epochs. We use PDBBind as a dataset,
which is also used by Equibind (Stirk et al., 2022).

Result The effects of incorporating features from various
structural protein pre-training models on the molecular dock-
ing task can be observed in Table 5. These findings demon-
strate that the atom and residue representation acquired by
our model outperforms those of other pre-training models.
Incorporating atom-level encoding, our model demonstrates
superior performance compared to GearNet. The improved
results of both our model and Siamdiff over GearNet further
emphasize the significance of atom-level encoding. Owing
to the SMPC pretraining method, which aids in learning a
more refined residue-level representation, our model sur-
passes Siamdiff in performance.

Table 5. Molecular docking results with Equibind.
LIGAND CENTROID

METHOD RMSD RMSD
EQUIBIND 8.91 6.02
EQUIBIND+GEARNET 7.82 5.34
EQUIBIND+SIAMDIFF 7.75 5.11
EQUIBIND+VABS-NET 7.23 4.11

4.5. Ablation Studies

To analyze the effect of different components, we choose
a protein function prediction task(EC) and a binding site
prediction task(small molecule(SM)) for the ablation study.

We investigate different pre-training strategies and model
configurations, with the findings presented in Table 6. (1) A
comparison between models No.0 and No.1 demonstrates
the significance of atom-level encoding, particularly in bind-
ing site prediction tasks where side chain atoms play a cru-
cial role. (2) Upon comparing models No.0 and No.2, it
becomes clear that residue-level encoding is also important
for enhancing the receptive field and capturing residue-level
representations. (3) Furthermore, the comparison between
models No.0 and No.3 confirms the effectiveness of our pro-
posed SMPC pre-training method in enhancing residue-level
representations. (4) The notable decrease in performance
observed after removing the vector edge encoder (No.3 and
No.4) underscores the importance of direction encoding,
rather than solely encoding distance. (5) While leveraging
ESM can enhance performance (No.5 and No.3), the impact
is not as significant as that of the vector edge encoder. (6)
Increasing the KNN parameter does not yield a substantial
improvement in the model’s performance (No.6 and No.3),
possibly due to KNN=30 being adequate for capturing most
structural motifs (Tateno et al., 1997). (7) Our pre-training
strategy significantly enhances the model’s performance, as
evidenced by the comparisons between No.7 and No.0. (8)
To demonstrate the effectiveness of our Sparse Attention
Module, we replaced it with the AttMLP module used in
PiFold (Gao et al., 2022) in experiment No. 8. The compar-
ison between No.0 and No.8§ clearly illustrates the superior
performance of our Sparse Attention Module. (9) The re-
sults of ablation studies No.9 and No.10 indicate that neither
randomly masking protein chains (not necessarily consec-
utive) nor only masking side chain atoms (while retaining
backbone atoms) can completely prevent information leak-
age.

Table 6. Ablation studies of our model in small molecule binding
site prediction task(COACH420 test set) and EC prediction task.

No. METHOD SM EC

0 VABS-NET 64.1 0.900
1 NO ATOM LEVEL 56.3 0.896
2 NO RESIDUE LEVEL 62.2 0.886
3 No SMPC 63.0 0.876
4 No SMPC,VECTOR EDGE ENCODER  60.9 0.874
5 No SMPC,ESM 61.9 0.867
6 No SMPC,KNN=90 62.7 0.876
7 NO PRE-TRAIN 61.4 0.826
8 SAM—ATTMLP(GAO ET AL., 2022) 62.3 0.881
9 SPAN MASK SIDE CHAIN ATOMS 63.6 0.892
10 RANDOMLY MASK 63.3 0.884
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5. Limitation

Compared to the sequential pre-training dataset (1103M in
xTrimoPGLM), our structural pre-training dataset (130K) is
much smaller. The AlphaFold database now contains over
100 million structures. Also, our pre-training is limited to
single-chain pre-training, neglecting interaction between
chains. In our subsequent efforts, we seek to tackle the
limitations above.

6. Conclusion

In this study, we introduce the Vabs-Net model with the span
mask strategy 3D protein chains pre-training technique, aim-
ing to learn atom-level representation and improve residue-
level representation. We have conducted extensive exper-
iments on various task types to assess the effectiveness
of our Vabs-Net model and the span mask protein chains
pre-training approach. Our Vabs-Net model demonstrates
superior performance, surpassing previous state-of-the-art
models. In the subsequent phase of our research, we plan to
enhance the integration of sequence and structural features.
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A. Small Molecule Dataset.

During the construction of our dataset, after eliminating systems with unsuccessful protein preparation, ligand bond order
repair failures, and high similarity records, our dataset comprises a total of 22995 samples for training and 1006 samples for
validation.

scPDB seems to be the most popular small molecule binding site dataset currently. Table 8 shows the performance of
pre-training baselines and our model on scPDB and our dataset. Our dataset containing 22995 samples is also significantly
larger than scPDB which only contains 5564 samples.

Table 7. Small Molecule Binding Site Prediction Result in terms of IoU(%).

DATASET METHOD AVE. B277 DT198 ASTEX85CHEN251COACH420

ESM2_150M 18.4 18.8 15.6 17.2 18.5 21.8
GEARNET 29.6 28.8 26.2 31.2 29.0 32.8
SIAMDIFF_ATOM  26.6 25.2 21.6 28.1 27.8 30.1
VABS-NET 54.8 57.1 48.8 55.1 52.8 60.0
ESM2_150M 19.5 19.6 16.6 20.5 18.9 22.0
GEARNE 38.9 39.9 35.8 41.0 36.4 41.3
SIAMDIFF 37.0 37.7 31.0 40.7 35.3 40.3
VABS-NET 58.3 60.1 52.0 58.8 56.3 64.1

scPDB

OUR DATASET

The IoU results of prediction for the binding site of small molecules can be seen in the following table. We will add these
results to our appendix. Results show that IoU drops slightly.

Table 8. Results of small molecules vary with the number of residues.

NUMBER OF RESIDUES  0-200 200- 400- 600- 800-
399 599 799 999
AVERAGE IoU 0.663 0.675 0.612 0.501 0.614
B. Vector Encoding.

In most protein pretraining models, distance is frequently utilized to encode protein structure. Theoretically, given KNN=30
(as detailed in our paper) as input, we should be capable of reconstructing a protein chain’s configuration (referring to the
protein’s shape or the 3D coordinates of its atoms within a specific coordinate system.). Multidimensional scaling represents
a widely employed algorithm for translating distances between each pair of n objects in a set into a configuration of n points,
which are then mapped into an abstract Cartesian space. The computational complexity of this process is O(N?), where N
represents the number of points. Consequently, as the number of atom nodes increases, reconstructing the configuration of a
protein becomes more challenging. Notably, the number of atoms is typically eight times greater (based on our pretraining
dataset) than the number of residues, which suggests that distance may not be sufficient to encode all-atom configuration.
This motivates us to add edge direction features to edges.

C. More Detailed Information About Model Architecture.

Our model, not being SO(3) equivariant, requires additional steps to ensure robustness to rotation. To achieve this, we
randomly rotate each sampled chain from the dataset and translate its center to the coordinate origin.

We try to achieve SO(3) equivariance in our model through the following modifications: (1) eliminating the embedding of
the edge vector in the global coordinate system, and (2) removing the virtual origin point, as it lacks a relative coordinate
system. To pre-train a SO(3) equivalent pretraining model, we also modify the movement head module to make it SO(3)
equivalent. We find that making our model SO(3) equivalent can impair the performance of our model as shown in Table 9.

In addition, the ESM model of size 650M is used for pre-training and downstream finetuning.
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Table 9. Performance of Vabs-Net with or without SO(3) equivariance.

METHOD SM EC
VABS-NET 64.1 0.900
No SMPC 63.0 0.876

No SMPC SO(3) 60.9 0.874

Throughout the fine-tuning process, with the exception of molecular docking, all parameters remained unfrozen. Additionally,
in conventional practice, two evolutionary conversation profiles (PSSM and HMM) are traditionally utilized in DNA and
RNA binding site prediction (Xia et al., 2021). A more comprehensive description of the model is provided in Table 11. The
sizes of DNA and RNA molecules are considerably larger than those of small molecules, necessitating the selection of a
k-nearest neighbor (knn) value of 90 to encompass long-range information. In contrast, the pre-training model maintains a
knn value of 30. Due to the restricted size of the training set for DNA and RNA binding site prediction, we utilized a model
with 256-node dimensions.

Table 10. Model parameters.

METHOD DNA,RNA BINDING SITE  EC,GO SMALL MOLECULE BINDING SITE
LAYERS 12 12 12
NODE DIM. 256 768 768
EDGE DIM. 128 128 128
FFN DIM. 512 768 768
BATCH SIZE 32 32 64
KNN 90 30 30
TOTAL STEP 50K 200K 100K
WARMUP STEP 5K 5K 5K
LEARNING RATE 1E-5 5E-5 1E-5
OPTIMIZER ADAM ADAM ADAM

D. More Detailed Information About Downstream Task Experiments.

In all downstream tasks, we introduce random Gaussian noise at a scale of 0.5A to 20% of the residues in order to prevent
overfitting and enhance the robustness of our model.

We compare our model with two important pre-trained models. The first one is the well-known residue-level GearNet pre-
trained by multiview contrast learning. The second one is the all-atom-level Siamdiff. We used the checkpoints downloaded
from their respective GitHub pages and employed the original configurations to obtain results for small molecules, DNA,
and RNA binding sites tasks.

Notably, all of these models are trained using 16 Tesla A100 GPUs.

E. More Detailed Information About Equibind Training.

A faster and more stable version of Equibind in the official repository features 5 layers, 20 attention heads, and 1e-5 weight
decay as opposed to the original version using 8 layers, 30 attention heads, and 1e-4 weight decay.

F. Computational Efficiency

All training experiments are conducted with 16 Tesla A100. For the downstream task, we choose small molecule binding
site prediction. All inference experiments are conducted with 8 V100 on COACH420 test set(409 samples).
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Table 11. Time Spent to Pre-train, Finetune, Inference Our All-atom Version and Residue-level Version vabs-net.

SETTINGS ATOM PT RESIDUE PT ATOM FT RESIDUE FT  ATOM INFER  RESIDUE INFER

TIME 4D16H 2D2H 8H 3.5H 228 7s
EPOCHS 190 190 50 50 1 1
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