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Abstract

In the modern human society, mental health is
one of the most critical concern. Over past
many years a large proportion of population
has been affected with serious mental disor-
ders. People with mental illness require effec-
tive mental health intervention and treatment
as early as possible to decrease the chances of
any further mental defilement. In this paper,
we present RMHIDD, a new dialogue corpus
for automated mental health intervention. The
dataset is consists of over 200K Reddit posts
collected from 18 different sub-Reddit groups
with each post consisting of sequential con-
versation between the users. On this dataset,
we also trained various models for dialogue
generation task, namely-’Seq2Seq’, ’BART’
and ’DialoGPT’. In our analysis we found that
the BART model outperformed other models
with a higher Perplexity score of 19.7. We
also found that the DialoGPT model surpasses
other models on various machine translation
evaluation metrics. The results generated from
various language models were promising and
showed the possibility of building automated
mental health intervention.

1 Introduction

Mental health is one of the most serious global
concerns. In the last few years, there has been a
huge increase in the number of people affected by
some kind of mental disorder. A report from World
Health Organization (WHO)1 states that 1 out of
every 4 people in the world is affected by some
kind of mental disorder in their different stages of
life. According to WHO’s report on depression, it
indicates that around 322 million people all around
the globe have been affected by depression and
this accounts for 18% growth in the total cases
from 2005 to 2015. Other major mental illnesses

1Mental health action plan 2013 - 2020, available at
https://www.who.int/mental health/

such as anxiety and bipolar disorder which has af-
fected around 264 million people and 60 million
people worldwide respectively. Despite increased
awareness about mental health conditions and it’s
management, a report from WHO shows that in
every 4 people 3 of them who are suffering from
serious mental illness lack timely treatment which
pushes them into a major serious mental disorder
state. This is a fearful condition and in many cases
due to the lack of timely medical help people with
mental disorders tend to commit suicide. Every
year around 800 thousand people die because of
suicide(Organization et al., 2017). Mental health
systems are underdeveloped and are not sufficient
enough to reach every person who’s in need. The
basic measures for the prevention of mental illness
are psychological intervention and oral consulta-
tion. Due to insufficient medical facilities(Jacob
and Patel, 2014), the majority of people remain
deprived of much-needed treatment and support.
Approximately 45% of total world population is
living in countries where for every 100K people
lesser than 1 psychiatrist is available 2. Moreover,
a report from WHO states that approximately 76%
to 85% of people having a mental illness and liv-
ing in countries with medium and low income do
not get the necessary treatment. For high-income
countries, it ranges between 35% to 50%. A combi-
nation of various factors such as social stigma (Bar-
ney et al., 2006) against mentally ill people in the
society, unwillingness, or hesitation in asking for
help/support, resource scarcity is few reasons be-
hind mismanagement of mental health conditions.
Additionally, For the past few years due to the rise
in popularity of social media platforms, millions of
people are using these platforms to either provide
or receive mental health support. Through these
online mediums, people express their feelings more

2Available at http://www.who.int/mental
health/evidence/atlas

https://www.who.int/mental_health/action_plan_2013/mhap_brochure.pdf
http://www.who.int/mental health/evidence/atlas
http://www.who.int/mental health/evidence/atlas
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freely and seek help without any hesitation. One of
the most popular online social media platform for
sharing mental disorder experiences is Reddit.

Reddit is consists of various subject-specific
communities called ’subreddits’ where people post
their thoughts (topic) and other users can reply
through commenting on the post. In this paper,
we collected3 over 200K human-generated posts
from various mental disorders help subreddits in
a nested way in order to preserve the sequence of
conversations (dialogues) generated between the
users on a Reddit post. The major motivation be-
hind creating and publishing the RMHIDD dia-
logue corpus is to enable researchers and scientist
all around the world to utilize latest advancements
in natural language processing and understanding
and develop innovative automated mental health
intervention tools (such as intelligent chatbots, e-
therapy, e-screening, detecting and predicting men-
tal disorders through dialogues) for addressing and
solving the issue of mental disorder in our soci-
ety. We also performed the task of automated di-
alogue generation that involves generating help-
ful/supportive dialogues based on the user’s mental
illness. We used various language models namely
- ’Seq2Seq(Sutskever et al., 2014)’, ’BART(Lewis
et al., 2019) ’and ’DialoGPT(Zhang et al., 2019)’
and compared their performance on our proposed
dataset. In our experiment, we trained the Seq2Seq
model whereas the weights of BART and DialoGPT
models were fine-tuned on our dataset. We also per-
formed a comparative study of all the models by
evaluating them using various automatic evalua-
tion metrics. The responses generated by the dia-
logue generation models were very promising and
demonstrated the potential and application of nat-
ural language processing in the field of automated
healthcare systems.

The rest of the paper is organized in the follow-
ing way. In the section 2 we have summarised the
related work done in the field of analyzing user-
generated data for mental disorders. In Section 3
we discuss the data collection method and involved
steps and in section 4, we discuss various language
models used in experiment. Section 5 contains the
sequential experiment setup. Section 6 presents
analysis and discuss of experiment results and fi-
nally in section 7 we conclude the paper.

3We will make the data publicly available

2 Related Work

A lot of works have been done that is based on
collecting user-generated online data and utilizing
it for the analysis and creating insights into men-
tal disorder in people. The author in (De Choud-
hury and De, 2014) presented a study on char-
acteristics shown by patients with mental illness
on social media platforms (Reddit) such as self-
disclosure, anonymity, and how it affects the so-
cial support received by the patients. The author
in papers (Gkotsis et al., 2016), (Park and Con-
way, 2018) investigated the linguistic character-
istic specifically present in the Reddit posts con-
cerned with mental health and illness. In this
paper(Gkotsis et al., 2017) the author performed
the analysis of Reddit posts and proposed a deep
learning-based detection and classification Reddit
posts in 11 fine-grained classes of mental disor-
der. Another paper (Thorstad and Wolff, 2019)
also presented an automated mental disorder detec-
tion model trained using clinical subreddits which
focuses on lexical features in user-generated data
to detect the mental illness present in the user.
This work presented an automated system for tar-
geted mental health intervention based on user-
generated data. In the paper (Shen and Rudz-
icz, 2017) the author builds a dataset consisting
of anxiety-related user-generated posts. The au-
thor also applied topic analysis, vector embeddings,
emotional norms, and N-gram language modeling
for generating features to classify posts in anxiety
levels. In paper (Abd Yusof et al., 2018), the author
developed lexical features for depression classifi-
cation tasks and created a dataset using LiveJour-
nalhttp://www.livejournal.com to evaluate feature
effectiveness. In the paper (Wongkoblap et al.,
2018), the author investigated the relationship be-
tween depression and life satisfaction using Face-
book user’s data and also presented a multilevel pre-
dictive model for finding depression in users. Num-
ber of researches focusing on identifying depres-
sion, anxiety, suicide and bipolarity in social media
networks has been done such as (Murrieta et al.,
2018), (Lee et al., 2018), (Chen et al., 2018), (Leis
et al., 2019), (Wolohan et al., 2018), (Wongkoblap
et al., 2019), (Gruda and Hasan, 2019), (Sahota and
Sankar, 2020), (Baba et al., 2019). Lot of work fo-
cusing on automated healthcare facilities has been
done(Liliana Laranjo, 2018). In the papers (Lucas
et al., 2017), (Philip et al., 2017), (Tanaka et al.,
2017), authors used sequence based step-by-step

http://www.livejournal.com
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guided conversation models. Recently neural net-
work based medical dialogue generation models
were also proposed. In paper (Wei et al., 2018), au-
thor utilized reinforcement learning and developed
task oriented dialogue system for automatic medi-
cal diagnosis. Paper (Xu et al., 2019) proposed a
knowledge-routed relational dialogue system.

Despite plenty of existing research work and re-
sources available on mental disorders, the count
of people affected with mental illness rises sharply
each year. Most of these works attempt to com-
prehend the user’s action and behavior over social
media platforms and develop methods/models to
detect the degree of mental disorder among the peo-
ple. In this paper, we focused on creating a dataset
that comprises instances of dialogues between men-
tal disorder help seekers and support providers, col-
lected from social media platforms where people
are free to express themselves. Through our work,
we want to take a step forward towards developing
automated mental health intervention systems that
would be readily available to the people suffering
from mental disorders.

3 Dataset

The prime source for the collection of our data was
Reddit 4. Reddit is basically a social media website
comprised of multiple distinct online communities
called subreddits. These are topic-specific forums
dedicated to a single topic(e.g., depression, rela-
tionship advice, anxiety, etc.) where a user creates
a topic, expresses themselves and other users can
comment or vote for other comments on that post.
We scrapped posts from various mental health man-
agement, advice, or support providing subreddits.

• Mental disorder subreddits :
r/depression, r/anxiety,
r/stress, r/BipolarReddit

• Advice Support subreddits :
r/therapy, r/depression help,
r/Anxietyhelp, r/SuicideWatch,
r/relationship advicer,
r/offmychest,
r/askatherapist,
r/relationships

• Motivating Uplifting subreddits :
r/TheMixedNuts, r/MadeMeSmile,
r/FreeCompliments,

4Available at https://old.reddit.com/

r/UpliftingNews,
r/DecidingToBeBetter
r/GetMotivated,

In the table 1, we have described the number of
subreddits used for collecting posts along with the
number of dialogues, utterances and the average
token length per dialogue. We collected all the con-
tent posted in the duration of one year (2, July 2019
to 2, July 2020) on the above-mentioned subred-
dits. Using PRAW API 5 to extract all the content
in a nested manner to conserve the sequence of
dialogues(topic and comments) in the post. While
scrapping dialogues from the posts we removed un-
wanted bot auto-generated texts by skipping those
lines. We also normalized the scrapped dialogues
by removing the curse words. We also removed
the posts with no comments, in total, we extracted
around 200K online user-generated Reddit posts
containing instances of dialogues between the users.
Table 2 presents the extracted dialogue example
from our collected dataset.

4 Methods

In this section, we gave an overview of various
state-of-the-art and well-established dialogue gen-
eration models. For our experiment, we used 3
deep learning encoder-decoder based models, i.e.,
Seq2Seq(Wu et al., 2016), DialoGPT(Zhang et al.,
2019) and BART(Lewis et al., 2019). We trained
the Seq2Seq model on our dataset, whereas for Di-
aloGPT and BART we fine-tuned these models on
our dataset.

For a given dialogue having an alternating se-
quence of utterances between the users, we decided
to take two utterances, (i) D1 (person A issue) the
content of the main topic created by a user and (ii)
D2 (person B response) the comment with the high-
est number of upvotes. So, for each dialogue, we
created a pair of utterances, i.e. {D1, D2} which
is used for training all of our dialogue generation
models. Given an input D1, the dialogue genera-
tion model outputs D2.

4.1 Seq2Seq

We utilized an encoder-decoder framework for dia-
logue generation tasks. Following the original ar-
chitecture proposed by the author(Wu et al., 2016)
for machine translation tasks, we build an LSTMs
based deep seq2seq model with attention. The

5https://github.com/praw-dev/praw

https://old.reddit.com/
https://github.com/praw-dev/praw
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Subreddit Group #Subreddits #Dialogue #Utterances Avg Tokens/Dialogue
Mental disorder subreddits 4 100,492 246,077 187
Advice Support subreddits 8 83,065 172,688 191
Motivating Uplifting subreddits 6 41,533 95,102 183
Total 18 225,090 513,867 516

Table 1: Data Statistics: We listed 3 subreddit group along with the their associated total number of dialogues,
utterances and average tokens per dialogue present in the dataset.

model takes D1 as input and outputs D2 as the gen-
erated dialogue. Each of the encoder and decoder
was consist of 2 LSTM and 1 BiLSTM layer. The
input was first passed through 2 LSTM layers, fol-
lowed by a single BiLSTM layer which generated
the latent representation. Similarly, in the decoder,
we applied the same 2 LSTM layers with the final
BiLSTM layer as the decoding layer.

For a given training set S, we intend to make the
log probability of the output sequences T maximum
where the given input sequences S given(Sutskever
et al., 2014).

1

|S|
∑

(T,S)εS
logp(T |S) (1)

Once the training is done, according to the
LSTM the most probable output sequence is pro-
duced:

T ‘ = argmax
T

p(T |S) (2)

To obtain final predictions, in the decoder we
used the softmax layer and performed decoding
using beam search 6. Finally, the obtained out-
puts were passed into the loss function, and pa-
rameters were updated through backpropagation.
Adam(Kingma and Ba, 2014) optimizer was used
in the model.

4.2 DialoGPT

In the paperrad2m018iproving, the author proposed
a transformer based language model- GPT. For
a given token sequence x1, ..., xn, in a language
model the probability over sequence was defined
as: p(x1, ..., xn) = Πn

i=2p(xi|x1, ..., xi−1), where
historical sequences are used for predicting the
next token. In case of GPT, transformer decoder
was used to define p(xi|x1, ..., xi−1). The decoder
consists of stacked self-attention feed-forward lay-
ers(each accompanied by normalization layer) for

6https://google.github.io/seq2seq/nmt/decoding-with-
beam-search

encoding x1, ..., xi−1 and which was then used to
predict xi. In the case of GPT-2(Radford et al.,
2019) which was an improvement over GPT, the
normalization layer was moved to each of the sub-
blocks input. An extra normalization layer was
added after the last self-attention block.

For our experiment, we used DialoGPT(Zhang
et al., 2019) which was a GPT-2 based model
trained on a very large corpus consisting of En-
glish Reddit dialogues. The corpus was consist
of 147,116,725 instances of dialogues, collected
over a period of 12 years. The model takes the
dialogue utterances history S and ground truth
response T = x1, ..., xn, the DialoGPT model
aims at maximizinging the probability:p(T |S) =
p(x1|S)Πn

i=2p(xi|S, x1, ..., xi−1), where the trans-
former model defines the conditional probabilities.
Through a maximum mutual information (MMI)
function(Li et al., 2015), the model also gets pe-
nalized for generating uninteresting responses. In
our experiment, we usedDialoGPTsmall with 117
million weight parameters.

4.3 BART

BART(Lewis et al., 2019) is a denoising autoen-
coder that tries to rebuild a corrupted document
by performing masked token prediction with the
help of bidirectional encoding methods and gener-
ates text regressively for natural language gener-
ation tasks using a masked attention mechanism.
The mask attention mechanism enables the BART
model to train on sequence from left to right, gen-
erating texts based on the left part of the sequence.

For this transformer-based dialogue system, we
create a BART language model wrapper which in-
cludes the API of the BART-large model from hug-
ging face-transformers. This pretrained model has
400M trainable parameters with 6 encoding and
decoding layers in each block, 16 attention heads
both at the encoding and decoding layer. We rep-
resent each encoder layer as an Encoder(.) which
outputs the hidden state of the respective layer. We

https://google.github.io/seq2seq/nmt/##decoding-with-beam-search
https://google.github.io/seq2seq/nmt/##decoding-with-beam-search
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Dialogue
creator id : I am , stuck .
creator id : I deal with social anxiety , and lately things have been worse than ever
and I don ’ t know what I should do .
creator id : To give you an idea with what I’ve been feeling ; I’ve always disliked myself, but
lately it’s become a real hatred .
creator id : I see any little thing about myself and I feel disgusted , and angry , I can’t
even take photos of myself or feel comfortable when others do because I know
when I see it I ’ ll feel repulsed ..
creator id : And whenever my friends try to make plans I feel unmotivated , and afraid , and I
usually make up some stupid lie to get out of things .
creator id : And I can ’ t make plans because I don ’ t want to come off as clingy or whatever,
and it’s really frustrating .
creator id : Things aren’t getting better, but they’re not getting worse, it’s like this, numbing pain
been going on for so long it’s frustrating and I’m sick of it .
creator id : If you know what I’m talking about, if you’ve felt this before,
tell me what to do next.

Commenter id(1) : I have felt literally the exact same type of way you are describing .
Commenter id(1) : One thing I would suggest is to stop preparing for the anxiety to come .
Commenter id(1) : Sometimes we have a tendency to constantly prepare for ” war ” which keeps
us in this exhausting loop of hypervigilance .
Commenter id(1) : Here is an article that has really helped me to stop letting my triggers have control
of when my anxiety pops up. Commenter id(1) : Please read https://www.thatanxietyguy.com /

Commenter id(2) : Keep a journal ... write down everything you feel, describe it in as much
detail as you can .
Commenter id(2) : If you have trauma in your past , write about it , try to make written connections
between what you feel now and other events in your past where you felt the same .
Commenter id(2) : For me , my anxiety was due to past abuse , so as an adult I became an
approval seeker , validation seeker and people pleaser in an attempt to gain certainty,
safety and self esteem from mjy environment .
Commenter id(2) : It’s a hard road , but you need to cross the bridge of ”I Don’t Give a Crap”...
easier said than done but you need to realize that you don’t need validation from others, you give it
to yourself, give yourself permission for everything you do think or say, you don’t need to control
whether people and pleased with you, you don’t owe anyone an explanation for being who you are,
feeling what you feel, wanting what you want... the hatred you feel for yourself could possibly be
linked to how you perceived a parent felt about you or treated you when you were younger.
Commenter id(2) : Please read my other posts ... they may be helpful.

Table 2: An example dialogue in the RMHIDD dataset. creator id represents the username of the post(issue)
creator, Commenter id represents the commented username. Here on one post have two comments

feed the encoder block of the BART model with a
set of input id’s from the dialogue history Q. Let
the input for the first encoder layer be h0e . The h0e is
converted into an embedding matrix which passes
through the 1st layer’s encoder function yielding a
hidden state for the first layer. This step is repeated
for each lth layer, where l ∈ {1, .., 12}. We get a
hidden state he for every lth layer by applying the
Encoder(.) function as shown in equation(3). The
final 12th layer of encoder block output its hidden
state h1e2 which is utilized by the hidden state of
the decoder layer for sequential decoding.

hle = Encoder(hl−1
e ) (3)

hld = Decoder(hl−1
d · h12e ) (4)

Next we feed the set of target-response T =
{x1, x2, ..., xn} to the decoder block. Similar to
encoder block we represent each decoding layer as
the Decoder(.) function, which generates hidden
state hd for each decoder layer. Again, let the de-
coder’s input be h0d. We feed the model’s decoder
block with decoder’s input ids along with the hid-
den state of 12th encoder layer. With the help of
the decoder block function it generates the hidden
state hd for each layers as shown in equation(4).

In the BART’s language model wrapper we have
included a linear layer, which generates output to-
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Creator id:
what is wrong with me, and should i seek help ? in the 22 years i’ve been alive, i’ve had
depression for most of it for various reasons. i’m currently in my last year of college and
currently have the worst bout i’ve ever experienced. i’m very close to finishing, yet i find it
hard to focus on schoolwork because i often have my mind clouded by ideas that none of this
is worth it, and that i shouldn’t bother trying . as a result, it’s next to impossible to focus on
homework which leads to procrastination, and class time is hard to engage in. i find myself
unmotivated and feel trapped in a spiral that will lead to inevitable failure. this is a problem
that has persisted throughout my college career but has hit me harder now more than ever.
i know these thoughts are not true, but it still affects me nonetheless .i often end up stressing
because i keep shirking my work and thus continue to put it off. i don’t believe i’m on a path
to self- destruction, but i don’t want this problem to affect my life once i graduate . is this
some problem i need addressed or is it just me being lazy? what should i do ?
Ground truth Response:
it is totally fine to have some concern about your future since you are about to finish college. you
should see a therapist as most colleges offer therapy for free in college counseling centers. you’ve
essentially already paid for it as part of your tuition fees. you should relax and take some
break from the college. finding new hobbies, making new friends can help you.
in your case, it is best to talk to someone who is an expert in this field. all the best for the future.
Seq2Seq:
please be careful and happy. you should take a break and therapy is good for you. go to a doctor.
all the best.
DialoGPT:
sorry to hear about it. sleep little bit also do exercise daily. if you feel sick you should go
to a doctor. seek for support from expert. it is all right. please read my article. thanks
BART:
i can understand that college is difficult. just be confident i suggest you to take the therapist help and get
professional help from a family. make new friends and talk to your friends. college counselors are
good for you. don’t give up all the best.

Table 3: Generated responses from various models on a test dialogue

kens probabilities(logits) by applying a normalized
exponential function(softmax). This output helps
in determining the words within a sequence. Our
fine-tuned model aims at maximizing the likelihood
as stated in equation(5) by training θ parameters
on minimizing cross-entropy of BART model as
stated in equation(6)

P (T |Q) = P (x1|Q)
n∏
i=2

P (xi|Q, x1, ..., xi−1)

(5)

Lxe(θ) = −logPθ(T |Q) = −
N∑
t=1

logPθ(yt|yt:t−1, Q)

(6)

5 Experiment

In this section, we elaborated on the data prepro-
cessing steps involved in structuring the dataset.
We also discussed the hyperparameter setting and
optimization strategies used for training the dia-
logue generation model.

5.1 Data Preprocessing
For our experiment, due to computational limita-
tions, we trained and evaluated all of our models on

a randomly collected subset dataset with the size
of 50,000 dialogues. As described above4, each in-
stance of dialogue in the dataset we structured them
into a pair of utterances(’issue’ and response’). As
shown in the table 3, Creator id (input utterance)
and Ground truth Response (ground-truth response
utterance) were used for training the models. For
a given pair of utterance {D1, D2} in the dataset,
we removed all the emojis, unnecessary symbols,
and characters. We also replaced the most common
abbreviations of words with their original form. We
corrected the words with the misspelling. All the
unwanted extra spaces in the utterances were re-
moved. For the experiment we divided the dataset
into 3 parts: train/validate/train, The distribution
of dataset across data was 70%/20%/10% respec-
tively. Hyperparameters were fine-tuned using the
validation data.

5.2 Experiment Settings
Seq2Seq : In our Seq2Seq model, we used an
embedding layer (trainable matrix) with dimension
size of 128. The 2 LSTM layer present in the
encoder and decoder was consist of 128 cells. Each
of the forwarding and backward LSTM cell in the
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Seq2Seq DialoGPT BART
Perplexity 225.3 27.2 19.7

NIST-4 0.60 1.82 1.56
BLEU-2 2.16% 9.19% 7.38%
BLEU-4 1.53% 2.83% 1.97%

METEOR 3.71% 8.60% 7.53%

Table 4: Performance score of various models on automatic evaluation metrics.

single BiLSTM layer also consisted of 128 cells.
The training was done using the batch size of 16
with the max input and output sequence length set
to 400 and 100 respectively. We trained our model
for 64 epochs with an initial learning rate of 0.001.
At the dense layer, we applied a dropout with a
probability of 0.2, and the beam size was set to 3.

BART : For our experiment, we have used
BARTbase. We used the Huggingface transformer
BARTbase model7 provided by the Facebook. As
specified in the paper(Lewis et al., 2019), for BART
model we followed the given fine-tuning parame-
ters and train the model for 5 epochs with batch
size 64. We use the Adam(Kingma and Ba, 2014)
optimizer with the linear warm-up scheduler and
an initial learning rate of 4e-5. We fed the encoder
with noised input tokens of length 400 with its
respective attention mask tokens done by the Byte-
pair-encoding tokenizer. Similarly we tokenize
decoder input with token length of 100 and feed
decoder with its respective attention mask. The
model trains both the encoder and decoder archi-
tect jointly so we get a score logit from the model.
We train the model by calculating the cross entropy
loss with label smoothing(factor = 0.1) from the
logits. Based on validation score we save the model
weights and use it on the test dataset evaluation.

DialoGPT : We used DialoGPTsmall(Zhang
et al., 2019) and fine-tuned the model on our
dataset. The fine-tuning was done for 5 epochs
and the batch size was set as 64. The token length
for the encoder and decoder was set to 400 and
100 respectively. Similar to the BART model, we
used Adam(Kingma and Ba, 2014) optimizer with
along with liner learning schedule. The initial learn-
ing rate was decided to be 4e-5. During training
cross-entropy loss was calculated with the label
smoothing factor of 0.1.

7Available at https://huggingface.co/models

6 Results and Discussion

We used five performance evaluation matrix to com-
pare the performance of all dialogue generation
models. We calculated the perplexity score, ME-
TEOR (Lavie and Agarwal, 2007), BLEU-n (Pap-
ineni et al., 2002) score(n = 2 4), NIST-n (Dodding-
ton, 2002) score for n = 4. For machine translation
NIST, METEOR and BLEU are very frequently
used evaluation metrics. They compute the similar-
ity by matching the n-grams ground-truth and the
model’s generated response. In BLEU n-gram pre-
cision is calculated by adding equal weight whereas
NIST also calculates the informativeness of a par-
ticular n-gram and penalizes the non-informative
n-grams. Through Perplexity, we calculated and
compared the smoothness and quality of produced
responses.

In the table 4, we have summarized the per-
formance result of all the dialogue generation
model. The following are the observation we
can take from the table. Firstly, the overall per-
formance of pretrained language models was su-
perior to the un-trained Seq2Seq model. The
reason behind this was the advantage of trans-
fer learning through which pretrained models ef-
fectively leverages the knowledge extracted from
the large data. Secondly, out of all three mod-
els, BART achieved the lowest perplexity score
of 19.7, whereas DialoGPTsmall and Seq2Seq
achieved a score of 27.2 and 225.3 respectively.
The biggest advantage of BARTbase was that it
was trained on much bigger and diverse data in a
way to reconstruct the texts from the corrupted doc-
uments, which therefore enhanced and increased
BART capabilities as compared to other models.
Seq2Seq model scored the highest perplexity which
was on an average 89% more than the large pre-
trained models(DialoGPTsmall and BARTbase).
The third observation that could be made was on
the machine translation benchmark scores such as
METEOR, BLEU, and NIST, the best performance
was given by theDialoGPTsmall model. Since the

https://huggingface.co/models
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DialoGPTsmall model was pretrained on a large
Reddit dialogue dataset which gave the model more
contextual understanding for handling our dataset
and as a result, more related and relevant dialogue
n-grams were produced by the model. With the ad-
vantage of large pretraining, the BARTbase model
surpassed the Seq2Seq model on all the machine
translation benchmark scores. In the table 3, we
have provided the generated responses from all
the dialogue generation models on an example di-
alogue from the test dataset. On average the gen-
erated dialogues length form, various models was
approximately 50.

7 Conclusion and Future Work

In this paper, we have presented a mental health
intervention dialogue dataset. We collected a large
number of mental disorder related user-generated
data from online platform. Using our dataset, we
conducted a systematic analysis of various state-of-
the-art dialogue generation language models as an
attempt to develop automated mental health inter-
vention system . In our study, we discovered that
the large pretrained model(DialoGPTsmall and
BARTbase) performed better than the un-trained
model(Seq2Seq) on the task of dialogue response
generation. The results obtained from various mod-
els were very promising and shows the potential
of developing automated mental health interven-
tion system in future. We believe that this dataset
would enable computer scientist to design and de-
velop more sophisticated, intelligent and feasibly
available advance mental health intervention sys-
tems such as chatbots, that would help millions of
people. In future we aim at extending our current
work by collecting a large scale user-generated mul-
tilingual mental health dialogue dataset. Through
this we would be able to develop a multilingual
intervention systems that would not be restricted to
single language.
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