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Abstract

Engineered T-cell therapies are a promising new approach for treating previously
uncurable diseases. These therapies involve genetically modified T cells expressing
custom T cell receptors (TCRs) that recognize antigens from cancer, virus-infected,
or autoimmune cells. However, the identification or generation of suitable TCRs
remains an unsolved challenge. Computational methods hold the potential to
accelerate the development of TCRs binding towards target antigens. While the
computational investigation of the TCR-epitope landscape has been mainly focused
on binding prediction, synthetic TCR design has recently emerged as the next fron-
tier. Here, we present a proof-of-concept study on generating full TCR sequences
reactive to a fixed epitope in silico. Towards this, we utilized a unique dataset
comprising thousands of TCRs experimentally validated as reactive towards the
model epitope-MHC complex SIINFEKL/H2-K® and a naive TCR background to
train our autoregressive transformer model TCRGenesis. The model generated a
repertoire of realistic TCRs as validated through various biophysical and sequence
properties. Further, the sequences exhibited high binding scores according to a
predictor specifically developed for evaluation. The generator inherently captured
the rules governing binding towards SIINFEKL as its perplexity score assigned
to real, unseen TCR sequences separates well between binding and non-binding
TCRs, and the generated sequences resembled binders. This work marks one of
the first steps in the full-sequence design of TCRs specific to an antigen in silico,
which we envision will accelerate the development of future immunotherapies and
personalized medicine through rapid and reliable TCR synthesis.

Engineered T-cell therapies are a promising new approach for treating previously uncurable diseases.
These therapies involve genetically modified T cells expressing custom T cell receptors (TCRs) that
recognize antigens from cancer, virus-infected, or autoimmune cells. However, the identification or
generation of suitable TCRs remains an unsolved challenge. Computational methods hold the potential
to accelerate the development of TCRs binding towards target antigens. While the computational
investigation of the TCR-epitope landscape has been mainly focused on binding prediction, synthetic
TCR design has recently emerged as the next frontier. Here, we present a proof-of-concept study
on generating full TCR sequences reactive to a fixed epitope in silico. Towards this, we utilized a
unique dataset comprising thousands of TCRs experimentally validated as reactive towards the model
epitope-MHC complex SIINFEKL/H2-K® and a naive TCR background to train our autoregressive
transformer model TCRGenesis. The model generated a repertoire of realistic TCRs as validated
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through various biophysical and sequence properties. Further, the sequences exhibited high binding
scores according to a predictor specifically developed for evaluation. The generator inherently
captured the rules governing binding towards SIINFEKL as its perplexity score assigned to real,
unseen TCR sequences separates well between binding and non-binding TCRs, and the generated
sequences resembled binders. This work marks one of the first steps in the full-sequence design of
TCRs specific to an antigen in silico, which we envision will accelerate the development of future
immunotherapies and personalized medicine through rapid and reliable TCR synthesis.

1 Introduction

T cells play a crucial role in the adaptive immune system. Upon recognition of foreign linear antigen
fragments, so-called epitopes, they elicit an immune reaction to clear tumorous or infected cells
and pathogens from our bodies. The recognition is enabled through their T-cell receptor (TCR), a
specialized cell-surface receptor binding towards epitopes presented on Major Histocompatibility
Complexes (MHC). TCRs are highly specific towards their targets and enable T cells to see "inside" a
cell using the MHC as a window. Therefore, T cells with engineered TCRs hold immense potential for
highly versatile and reliable immunotherapies against autoimmune diseases [43]], viral infections [42],
and tumors [12]]. However, identifying suitable TCRs within the vast and diverse repertoire represents
a difficult challenge and until now requires extensive experimental repertoire screenings. Especially
for cancer, this depicts a major roadblock in therapy development as the somatic mutations are
often patient-specific, requiring personalized functional TCRs. As a solution, in silico design of
epitope-specific TCRs would alleviate the cumbersome screening process, thereby reducing cost and
time, crucial in treating cancer patients.

In recent years, computational TCR models aimed to identify the epitope specificity from the
TCR sequence. A straightforward approach is to query annotated reference atlases of disease-
specific [I8] or general TCR-epitope pairs [52} 2] and match similar TCRs with unknown specificity.
The similarity between TCRs is estimated through weighted edit distances [33]] or overlapping K-
mers [6]. Lately, deep learning models have been proposed to project TCR sequences into numeric
embeddings, reflecting its specificity through unsupervised [46] or supervised [10] representation
learning. Furthermore, models have been trained to directly predict specificity towards a pre-defined
epitope using classical machine learning algorithms such as Gaussian Processes [24] or Random
Forests [[18]. These predictors and database queries treat the epitope solely as a category and only
consider the TCR sequence. However, both approaches have the disadvantage that the target epitope
must be fixed a priori, and several TCRs with validated binding must be known. Therefore, several
deep-learning models were proposed that incorporate the epitope sequence. Instead of learning the
features characteristic of a TCR specific to a single target, they aim to model the interactions within
the TCR-epitope complex. A plethora of methods experimented with different network types such as
convolutional neural networks [53]], recurrent neural networks [15]], and attention-based networks [35}
37, 13]], alongside differing their input encodings such as learned embeddings [35} 37} 3} [15] and
physio-chemical informed residue representations [53| [15]]. Nevertheless, differences in performance
could often be attributed to varying training data and testing criteria. Despite continued development
in the last years, TCR-epitope predictors were reported to fail for out-of-distribution predictions on
unobserved epitopes [19].

Another line of work aims at the direct generation of TCRs. First computational approaches include
IGoR [32] and OLGA [44]] which simulated the V(D)J-Recombination process [39]: one germline
segment for V-, (D)-, and J-genes respectively were randomly sampled and joined (combinatorial
diversity), followed by random insertions and deletions at their joints (junctional diversity). Based
on these results, evolutionary selection can be incorporated into these processes by correcting the
generation probabilities [45]. soNNia [22]] filters the V(D)J usage according to experimentally
validated target repertoires through a neural network. Subsequently, deep learning model for TCR
generation followed and several models have been proposed to generate CDR3 5 sequences through
unconditional [7] and conditional VAEs [26], autoregressive GRU [23]], and reinforcement learning [4}
28]]. Fast et al. [13]] used an LSTM to generate CDR3« and -3 given start V and J-genes and a
target. However, these approaches focus on the Complementarity-determining region 3 (CDR3) of
the B-chain, the most important [47] but not sufficient region for binding, instead of the full and
paired receptor sequence. Therefore, they omit critical parts of the sequence required for binding
and expression in cells. Additionally, generating TCR sequences for any specified epitope would be



more practical and broadly applicable, the currently available data is insufficient for generalization as
evidenced by evaluating binding predictors on out-of-distribution samples [19]. Beyond difficulties
in training a pan-epitope generative model, in silico evaluation of generated sequences using general
predictors may not translate to experimentally validated results.

In this work, we present TCRGenesis, a deep learning approach for generating epitope-specific
TCRs through an autoregressive transformer model. The model leverages a unique in-house dataset
comprising 6,880 TCRs specific to the ovalbumin-derived model epitope SIINFEKL bound uniquely
to the MHC H2-K? and tens of thousands of naive background TCRs with unknown specificity.
The model generated realistic, full-sequence TCRs with matched a- and (-chains that resemble
the biophysical and sequence properties of the experimentally validated repertoire. Since general
TCR-epitope predictors proved unsuccessful for the SIINFEKL epitope in our experiments, binding
specificity was validated through a predictor specifically trained to estimate binding to this target.
This predictor provided us additional insights into the TCR sequence elements required to model the
TCR-epitope interaction. Our synthetic TCR sequences closely resembled the real SIINFEKL-binders
while differing from naive sequences. TCRGenesis inherently learned to distinguish between binders
and non-binders. We envision that our model serves as a proof-of-concept study to generate the whole
sequence of antigen-specific TCRs in silico, which ultimately can be employed for personalized
immunotherapies against autoimmune diseases, infections, and cancer.

Our main contributions can be summarized as follows:

1. To the best of our knowledge, we trained the first generative model on full and paired TCR
sequences binding towards a single epitope.

2. Thorough evaluations were performed to determine the model’s capability to generate valid
TCRs using ANARCI [11] and biophysical properties.

3. The binding capability of the generated TCR sequences was assessed using a reliable
predictor, trained specifically on TCR-SIINFEKL binding only.

2 Method

Formally, the task is to generate de novo TCR sequences x = (z1, ..., 1,), where L is the variable
length of the sequences. These sequences should display high binding affinity towards SIINFEKL
while preserving its overall biological functionality and expressability. Given a dataset Xg of known
SIINFEKI-binding TCRs, a generative model gy (x) parameterized by 6 is trained to approximate the
true distribution p(xg) underlying these sequences. Subsequently, the model is used to sample novel
TCR sequences with similar binding properties.

TCRs are heterodimers formed by an « and a 3 chain represented as a sequence of amino acids. To
encode them for our models, the sequences were tokenized on an amino-acid level, treating each
residue as a discrete element from a vocabulary of the 20 canonical amino acids. Both chains were
then concatenated with a separation token ’-’ between them to preserve the distinction of the two
chains. Start and end tokens were added and the sequences were padded to a fixed length to enable
parallelization during model training.

2.1 Predictor

For in silico evaluation of the generated sequences, we first trained an ensemble [25] of TCR-
specificity predictors on a binary sequence classifcation task. Our predictor models consist of a
pretrained ESM-2 [29]] transformer encoder for feature extraction. ESM-2 was trained on 250 Mio.
protein sequences and has been shown to inherently encode structural information in their embeddings.
CLS token pooling was performed to extract a feature vector of fixed length. The classification head
consists of blocks of linear, batch normalization [21]], ReLU activation function, and dropout [49]]
layers. The last linear layer outputs a single logit, normalized using a sigmoid activation function to
calculate a binding score. This model was fine-tuned using LoRA [20] to optimize the Binary Cross
Entropy loss on our dataset. The averaged output BS(x) of the ensemble is then used to quantify the
binding capability to SIINFEKL of a TCR sequence x.



2.2 Generator

Transformer encoders are effective for feature extraction but less so for sample generation. Therefore,
we opted for the pre-trained, autoregressive ProGen2 model [38] as the generative model. We fine-
tuned ProGen2 to model the distribution of SIINFEKL-binding sequences by using the next-token
prediction task with cross-entropy loss. For sequence generation, we employed temperature sampling
atT = 1.0.

3 Experiments

3.1 Data

To train our discriminative and generative models, we used an in-house dataset consisting of 6,880
unique mouse TCR sequences determined experimentally as binding towards SIINFEKL. A negative
background set of 35,307 TCRs was derived from naive repertoires of mice that had not been exposed
to ovalbumin. Despite the possibility, that SIINFEKL-binding TCRs may be contained in the naive
repertoire, the probability of this occurring is marginally small. Consequently, the naive TCRs were
treated as non-reactive with respect to SIINFEKL.

To prevent data leakage, we used scirpy [50] to group TCRs into clonotype clusters. Two sequences
were grouped if they had identical sequences in either the a- or S-chain. Since this partitions the
TCRs into big conglomerates, the groups were then further divided using Leiden clustering [51]]
forming clonotypes. The dataset was split into six subsets, stratified by specificity and grouped by
the aforementioned clonotype definition. Due to grouping, the subsets have nearly but not exactly
equal size. Five of the subsets were used for cross-validation training of the predictor models, while
one was held out as a test set. The generative model was trained on four subsets, while one served as
validation and one as test set.

3.2 Training

Optuna [1]] was used for hyperparameters optimization. All hyperparameter optimization runs had
a budget of 48 hours on a single Nvidia A100 for both the discriminative and generative models.
The final hyperparameters can be found in Table [3jand [l The predictors were optimized for their
performance to discriminate between binding and non-binding TCRs, measured on their respective
validation set using Area under ROC curve (AUROC).

While binding prediction has a defined aim, the generation of TCRs has multiple partially conflicting
objectives, with redundant solutions including mode collapse or memorization of training sequences.
To balance between different aspects of the generative model, we ran the hyperparameter optimization
to maximize a heuristic score Sy Po(Xgen on a set of 128 generated samples X, at the end of
each training epoch:

Stpro(Xgen) = N(Xgen) * D(Xgen) % 0.5 % (1/PP(Xgen) + BS(Xgen)) 1)

where the novelty N (X.,,) indicated the ratio of generated samples having at least one residue-level
difference to the training dataset to prevent memorization and overfitting. For prevention of mode
collapse, diversity D(X,,) was defined as the fraction of samples after deduplication to the total
number of generated samples. The perplexity of a protein sequence inferred from generative models
has been shown to correlate with expressibility and fitness [41, [16]. Hence, we used our generative
model at the current training state to predict a perplexity score PP(Xge,) of generated samples
as an indication of mutation effects. As all other metrics range between zero and one with higher
values indicating higher preference, we took the inverse of the perplexity. The inverse perplexity
further served as an out-of-distribution score and therefore a proxy of trustworthiness for our binding
predictors. Finally, the mean binding score B.S(X.,,) derived from our trained predictor ensemble
indicated the binding of the generated sequences to SIINFEKL.

3.3 Predictor Results

As a first step, we required a predictor to classify whether a given TCR is specific to the SIINFEKL
epitope to perform an efficient computational evaluation of our generated sequences. In recent



Method Network  AUROC  APS F1-Score  Accuracy

iTCep [53] CNN 52.1 14.4 22.7 53.8
TULIP-TCR [35] Attention 524 14.0 23.7 47.7
BERTrand [37]] Attention 52.9 14.9 22.6 66.0
TCellMatch [15] RNN 53.2 14.6 24.0 54.9
ATM-TCR [3]] Attention 57.0 16.8 24.5 70.9

Ours - CDR3«a Attention 70.1+1.4 314415 25.1+7.6 85.8+1.0
Ours - CDR3j Attention 81.6+0.2 52.1+2.2 46.6+5.3 87.6+0.7
Ours - CDR3a3  Attention 85.3+0.6 62.6+1.4 55.34+2.1 90.1+0.5
Ours - Full Attention 89.6+1.1 73.9+0.6 66.6+0.7 92.0+0.4
Ours - Ensemble  Attention 92.0 79.8 72.2 93.7

Table 1: Comparison in discriminative performance between five pan-epitope predictors and our
SIINFEKL-specific predictors trained on different input regions. All values are given in %. The
standard deviation of our models is obtained on the same test set for K=5 training splits.

years, several methods have been proposed to estimate binding based on the TCR and the epitope
sequence, but have been shown to generalize poorly to novel target epitopes [[19]. Further, they have
been predominantly trained on human TCRs using the CDR3/ sequence as their sole input, as this
represents the majority of the data currently present in public databases [52,[2]. We evaluated 13 of
these predictors on the test set using ePytope-TCR [9] and here report the five predictors with the
highest obtained AUC scores (Table[T). We observed a performance only slightly better than random
predictions at an AUC between 0.5 and 0.6 and an average precision score lower than 0.2.

We found the overall performance of these models was not sufficient to evaluate a generative model.
Therefore, we implemented an ESM-2-based predictor for which we report the performance on a test
set of five models with varying training splits. The unique character of our dataset, containing full
and paired sequence information, allowed us to quantify the influence of the different TCR regions
on the binding prediction (Table[I). As expected, the CDR3/3 sequence was more informative for
binding prediction than the CDR3« sequence leading to an increase of 0.115 in Area Under the
Receiver Operating Characteristic Curve (AUROC) and 0.207 in Average Precision Score (APS) as
the $-chain was observed to be in closer contact to the epitope [48]]. Combining CDR3-« and -5 and
utilizing full sequence information further improved the performance to an AUC of almost 0.9 at an
APS greater than 0.7. Ultimately, the best scores were reached across all metrics, when combining
the five models trained on the full sequence information into an ensemble model.

This improvement of our model was not surprising as it was developed and trained on the binding of
TCRs towards SIINFEKL, which is only contained to a limited amount in public databases used to
train general TCR-epitope predictors. However, a reliable predictor was necessary to allow for a cost-
and time-efficient evaluation in the development process of our generative models without exhaustive
wet-lab experiments.

3.4 Generator Results

After hyperparameter optimization, 2'4 = 16, 384 TCR sequences were generated to evaluate the
generative capabilities of our model. First, we removed duplicate sequences, which reduced the
number of unique sequences to 12,895. Since our focus is on de novo generation, we also excluded
sequences matching SIINFEKL-binders from our dataset, resulting in 12,538 novel and unique
sequences. We further discarded synthetic sequences with more or less than two chains (N=12,521).
Generating repetitions, hence too many chains, is a common failure mode observed in large language
model generation [17].

Next, we used ANARCI [11] as an external tool to validate generated TCRs. ANARCI aligns
input sequences to a Hidden Markov Models (HMM) representing reference TCRs from IMGT [31].
Sequences with hmmer [14]] bit-score below the default threshold of 80 were discarded. Eleven
sequences could not be aligned with any sequence from IMGT, leaving 12,510 sequences. Further,
ANARCI numbers the recognized and aligned sequences with the IMGT scheme [27]]. This enables
the identification of regions within the sequence, including the CDR3. Generated sequences with
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lengths in o- and (3-chains or identified regions (CDR1-3, FR1-4) outside the length interval of real
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Figure 1: Comparison of nine biophysical and sequence length distributions between SIINFEKL-
binding, naive, generated, and random sequences.

Following these manual and external filter steps, we confirmed that the generative model captures
the distribution of real TCRs. To this end and in line with [7], we calculated the length distribution
and nine biophysical properties of each TCR sequence. As a baseline, we generated random amino
acid sequences of the same length distribution. For all properties, our generated distributions overlap
well with real SIINFEKL-binding and naive TCRs, while being distinct from the random sequences
(Figure [T). To quantify the differences in distributions, we calculated the Wasserstein distance
between our generated and random sequences, as well as our generated and the SIINFEKL binder.
The ratio between both were taken to create values in the same range. Higher values indicate a higher
distribution overlap between generated and binder compared to generated and random sequences:
acidity: 2.4, aliphatic: 20.1, aromaticity: 49.7, basicity: 31.0, bulkiness: 23.5, charge: 7.1, gravy:
15.9, polarity: 29.2, weight: 4.3.

While ANARCI and the biophysical properties confirmed that our model successfully generated
realistic TCRs, these metrics are not capable of estimating binding towards SIINFEKL. Consequently,
we analyzed if the generative model captured patterns characteristic of SIINFEKL-binding TCRs.
Ideally, low perplexity to unseen, in-distribution sequences should be assigned by our model. On
the test set of SIINFEKL-binding TCRs, the perplexity reached a value of 1.19, which is near the
theoretical lower bound of 1.0. This suggests that the model effectively learned the distribution of
these binding sequences. Further analysis showed that when comparing the inferred perplexity of
unseen binder and naive TCR sequences, a separation between both sets can be observed (Figure [2a)).
By treating the perplexity as an indication for negative binding affinity, the generative model achieved
an AUROC of 73.4 and APS of 48.5 despite not explicitly being trained for binding prediction. These
scores outperform the five benchmarked predictors and are between our CDR3« and CDR3 3 models.

As a more reliable metric, we used our predictor ensemble to estimate if the generated sequences
could bind to SIINFEKL. The synthetic sequences were predicted to have an average binding score
of 0.75 £ 0.33, higher than binder sequences from the test set with 0.59 £ 0.39 and significantly
above the scores of the naive sequences 0.03 &£ 0.11. The Wasserstein distance measuring the overlap
of prediction scores between the generated and real test binders was 0.15, demonstrating a strong
similarity, while the distance between the generated and naive sequences was much larger at 0.72,
reflecting the expected divergence towards non-binding TCRs (Figure 2b).
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Figure 2: (a) Using the per-sequence perplexity values predicted by our generative model, we were
able to distinguish between real TCRs binding to SIINFEKL and naive TCRs from the test set. (b)
The generated TCR sequences had a high overlap in predicted binding score with real binders from
the test set.

To further demonstrate that our generated sequences are not only similar to any TCRs but also
likely to bind, we employed the edit distance as a straightforward and human-interpretable metric
for distance calculation. Edit distance measures the steps required to transform one sequence to
another, while each of the operations - substitution, deletion, and insertion of an amino acid - adds
one unit of distance. After calculating the edit distances of each sequence between the three sets -
real SIINFEKL-binder, naive, and generated sequences, we took from each query sequence the value
with the minimum edit distance (minED) from the target set. As minED is likely to decrease with
higher numbers of samples in the target set, we randomly sampled 5,000 sequences from each set.

The edit distance between the generated and binding sequences was notably smaller (full sequence:
10.1+7.2, CDR3: 4.6+2.2) compared to the edit distance between generated and non-binders (full
sequence: 17.84+6.4, CDR3: 6.3£1.4). Additionally, the edit distance distribution between generated
and naive TCRs closely mirrored the distance distribution between SIINFEKL-binder vs. naive TCRs
(full: 19.148.8 CDR3: 6.3+1.3, Figure[3a]3b). Combined with the binding score results from our
predictor ensemble, this indicates that our model learned the pattern of SIINFEKL-binding TCRs
beyond redundant single-point mutations. Although a greater distance of our generated sequence to
known binding CDR3 sequences moderately correlate in negative direction (Spearman correlation =
-0.477, p-value < 0.001) with the predicted binding score, TCRGenesis was still able to generate a
high proportion of predicted binders even at minED within CDR3 up to 12 (Figure [).

Another way to visualize the relationship of the generated TCRs to the landscape of real TCRs is
through Uniform Manifold Approximation and Projection (UMAP) for dimensionality reduction.
All pairwise edit distances of the previously subsampled sets (5000 samples from each of the three
groups) were used as input to UMAP (Figure 3¢ parameter: n_neighbors = 1000, min_dist = 5.0,
spread = 5.0). Overall, the SIINFEKL-binding and generated sequences tended to form small,
overlapping clusters distributed widely across the latent space, while the naive TCR sequences were
more dispersed throughout the whole space. This pattern reflects the nature and relationship between
TCRs and epitopes: While similar TCRs share similar binding profiles and each TCR is highly
specific to its cognate epitopes, a single epitope can be recognized by many TCRs, often with distinct
motifs.

To conclude the success rate of generating unique, novel sequences with high fitness and strong
binding potential to SIINFEKL, we applied filters based on perplexity thresholds and binding score
thresholds. For perplexity as a proxy for fitness, we chose the 90th percentile on SIINFEKL-binders
from the test set to determine in-distribution membership. Despite this strict cutoff, only a single
sequence was removed. We believe, that our previous filters were rigorous enough to filter out
sequences unlikely to be expressed in nature. As the final step, we chose the binding score value,
where our predictor performs with 90% precision on the test set. 3,162 TCRs were removed as
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Figure 3: (a, b) Edit distance of each sequence from the query set (5000 random samples) to the
closest sequence in the target set (5000 random samples) in (a) paired full sequences (b) paired CDR3.
(c) UMAP [34] using 5000 random samples from each data source.

potential non-binders, leaving 9,301 high-confidence samples. In conclusion, from the 16,384
generated sequences, 57.1% were deemed successful, SIINFEKL-specific TCRS.

Finally, we compared our model with the baseline methods soNNia[22] and TCRpeg [23]]. soNNia
is a parametric statistical model of the V(D)J recombination process. After the generation, samples
were filtered based on the V(D)J frequencies in our dataset. TCRpeg follows a similar paradigm to
our method and uses an autoregressive GRU [3] model with word2vec [36] embeddings as input,
originally trained on CDR3 only. For a fair comparison, we adapted it to use the identical full and
paired sequence data and retrained TCRpeg with default hyperparameters on our dataset for 1,000
epochs. For both models, we generated the same amount of 16,384 TCR sequences. soNNia and
TCRpeg both reached near-perfect scores of 1.0 for novelty and diversity. While 97% (16,119) of
soNNia generated TCRs were valid TCRs, defined as having exactly two chains, were recognized
by ANARCI, and had lengths within the range of real TCRs, TCRpeg generated sequences were
more frequently deemed invalid, leaving 13,265 valid sequences. The binding scores of valid soNNia-
generated sequences were only slightly higher than naive TCRs (B.S(X) = 0.06 & 0.16 leaving
439 samples potentially binding to SIINFEKL. For TCRpeg, the binding scores were significantly
higher with 0.52 £ 0.39, and 6,355 passed the binding score threshold. This concludes that soNNia
had a high rate of generating sequences resembling TCRs, however, matching V(D)J preferences
alone is not sufficient for designing SIINFEKL-binding TCRs. The original TCRpeg model was used
by their author on CDR3/3 sequences which are typically between 6 and 23 long [30]]. Given the
concatenated, full a-and 5-chains with mean length 331+ 7.8, only 81% of generated sequences were
recognized as TCRs. These results (Table |Z|) show the need for transformer models, which perform
better in modeling long-range dependencies. Further, more careful hyperparameter optimization
could improve the generation quality of TCRpeg. Overall, our model was able to generate a higher



ratio of sequences (57.1%) that were evaluated as valid TCRs and have high confidence of binding
towards SIINFEKL, compared to TCRpeg (39.0%) and soNNia (2.7%).

Name Network Diversity T Novelty 1 valid TCR {1 Binding score T minED |
SoNNia [22] Recombination 1.0 1.0 0.97 0.06 £0.16 35.1
TCRpeg [23] GRU 1.0 1.0 0.81 0.52 4+ 0.39 17.7
Ours Transformer 0.79 0.97 1.0 0.75+0.33 10.1

Table 2: Comparison of our method in generative performance with TCRpeg and soNNia. The best
scores are highlighted in bold. For all methods, 16,384 full TCR sequences were generated. A TCR
is defined as valid, if they have exactly two chains, are recognized by ANARCI [11], and are within
the real length range.

4 Conclusion and Future Work

In this study, we investigated the in silico generation of TCRs specific to a single epitope through
an autoregressive transformer model. For this purpose, we utilized an in-house dataset containing
several thousand full-length, a-3-paired TCR sequences binding towards the model epitope/MHC-
complex SIINFEKL/H2-K" and naive background TCRs. This work represents a proof-of-concept
for computational full sequence TCR synthesis and optimization through generative deep learning.

To evaluate our generative model, we required a reliable estimate of the binding capabilities of
synthetic TCR sequences. However, we did not observe sufficient performance on the SIINFEKL
estimate when testing general pre-trained TCR-epitope prediction approaches. As previously reported
[19], these predictors often fail to generalize to unseen targets not contained in public TCR-epitope
databases. Hence, we developed a predictor based on the ESM-2 [29] transformer encoder to classify
whether a TCR binds towards SIINFEKL which outperformed pan-epitope-TCR predictors by a large
margin due to the training dataset. The unique characteristics of this dataset further allowed us to
quantify the influence of different regions in the TCR sequence on the binding prediction. While the
majority of general TCR-epitope predictors focus on the CDR3/ sequence alone, we showed that
paired with the a-chain and full sequence information leads to a significant increase in predictive
performance and, as a result, should be taken into account when developing prediction methods.

As a generative model, we fine-tuned the autoregressive ProGen2 transformer [38] on SIINFEKL-
reactive TCR sequences. The resulting synthetic TCRs had a similar profile to the experimentally
identified TCRs on a wide variety of biophysical and sequence properties. The model also inherently
learned the characteristics separating SIINFEKL-reactive and naive TCRs as its perplexity value
on TCR sequences separated both classes at an AUROC of 73.4. The generated repertoire greatly
resembled the positive TCRs indicated by a lower nearest neighbor edit distance compared to the
naive repertoire. Similar to the positive test data, the SIINFEKL-binding score of our predictor is
highly elevated for the generated sequences in contrast to non-binders following the binding repertoire.
Overall, our generative model was able to create several thousand TCR sequences that passed several
TCR sanity checks and achieved good scores in perplexity and predictive binding scores, higher than
the compared baselines soNNia [22] and TCRpeg [23]].

To further improve the binding properties of the synthetic TCRs, we plan to include Direct Preference
Optimization [40] to bias the generation towards specificity against SIINFEKL. Upon further improve-
ment in computational methods and metrics, the TCRs must be ultimately validated experimentally
by expressing representative candidates and measuring their specificity through low-throughput
methods. This offers us the intriguing possibility to find dependencies of computational metrics such
as binding score and perplexity to the TCRs’ avidity, which could ultimately be used to optimize
T cell activation properties in silico. So far, all positive TCRs in this study were reactive towards
the same epitope. Having the capability to generate thousands of TCR sequences binding towards a
single epitope enables researchers to improve properties beyond binding affinity, including reduction
of cross-reactivity and improving immunogenicity. Nevertheless, the approach needs to be further
validated on different target epitopes. Especially, the dependency between amounts of training data
and performance of the predictive and generative models will be insightful for guiding experimental
researchers in the number of positive TCRs required for in silico generation. Additionally, synergistic



effects might improve the performance of both models when training on multiple epitopes simultane-
ously. Ultimately, the generation toward novel targets could be obtained by conditioning the model
on an epitope representation. However, it is unlikely that any approach can truly generalize due to
constrictions in publicly available data as seen in general TCR-epitope predictors.

This work represents a proof-of-concept study to computationally generate full TCR sequences
recognizing a given epitope. This challenge is a crucial step towards in silico design and optimization
of TCRs. In contrast to previous studies, we focused on full sequence generation of both - and
[B-chain, as only these synthetic TCRs can be directly expressed in cells. In our view, this property is
crucial for future applications in clinical use. We envision that our method showcases the possibilities
of deep learning-driven TCR design. Ultimately, these works will allow us to generate antigen-
specific TCRs against pathogens and tumors fast and reliably for applications in immunotherapies
and personalized medicine.
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A Supplemental Material

Pretrained cls-head cls-head cls-head cls-head cls-head
retramne activation batch norm dropout hidden neurons  hidden layers
esm2_t12_35M_URS0D ReLU True 0.15 32 1
LoRA LoRA LoRA . . .
alpha r dropout batch size  learning rate  early stopping unfreeze epoch
128 8 0.15 32 0.0001 100 25

Table 3: Hyperparameters of our predictive models

Pretrained batch size learning rate early stopping
progen2-small 64 0.000562 20

Table 4: Hyperparameters of our generative model
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Figure 4: Binding score grouped by minED to SIINFEKL-binding CDR3 sequences. While minED
and binding score correlate negatively, TCRGenesis is still able to generate binding TCRs with high
minED to known binder CDR3.
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