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Abstract

Continual learning (CL) aims to help deep neural networks learn new knowledge
while retaining what has been learned. Owing to their powerful generalizability, pre-
trained vision-language models such as Contrastive Language-Image Pre-training
(CLIP) [1] have lately gained traction as practical CL candidates. However, the
domain mismatch between the pre-training and the downstream CL tasks often calls
for finetuning of the CLIP on the latter. Most existing finetuning methods exhibit
deterministic nature. This makes them overlook the many possible interactions
across the input modalities and deems them unsafe for high-risk tasks requiring
reliable uncertainty estimation. To address these, our work proposes Continual
LeArning with Probabilistic finetuning (CLAP) - a probabilistic modeling frame-
work over visual-guided text features per task, thus providing more calibrated CL
finetuning. Unlike recent data-hungry anti-forgetting CL techniques, CLAP allevi-
ates forgetting by exploiting the rich pre-trained knowledge of CLIP for weight
initialization and distribution regularization of task-specific parameters. Cooperat-
ing with the diverse range of existing prompting methods, CLAP can surpass the
predominant deterministic finetuning approaches for CL with CLIP. We conclude
with out-of-the-box applications of superior uncertainty estimation abilities of
CLAP including novel data detection and exemplar selection within the existing CL
setups. Our code is available at https://github.com/srvCodes/clap4clip.

1 Introduction
Learning in the real world involves dealing with the ever-changing distributions of task streams and
their data [2, 3, 4]. Given the constraints on resources and privacy, there is also no guarantee for
re-training a network on all previously seen data [5]. Continual learning (CL) aims to learn from such
data/task stream without catastrophic forgetting [6, 2] of past data/tasks. A challenging CL setup is
the class-incremental learning setting, where new classes emerge with new tasks, and at test time, a
model must infer from all seen classes without known task IDs [7, 8].

Recent years have seen pre-trained multi-modal foundation models excel on several domains [1, 9, 10].
One such example for the vision-language (VL) domain is the CLIP [1] model that comes with
strong zero-shot generalizability acquired by learning to match large-scale image-text pairs in a
contrastive manner [11]. However, to adapt well to downstream tasks, CLIP must be finetuned on the
task-specific data [12, 13]. Considering both the need for continually finetuning pre-trained models
on streaming tasks and their perks over training from scratch [14], our work studies CL with CLIP.

An issue with the existing deterministic approaches to finetuning [13, 12] is that these overlook
the uncertainties arising from many possible interactions between the visual and textual cues of
downstream tasks. For instance, on the textual side, while a good generic hand-crafted prompt for
images is “A photo of a {class}”, there can be instances where further tailored prompts help
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Figure 1: Concept diagram for probabilistic finetuning of pre-trained CLIP in a CL setup: We
identify four such suitable design choices for probabilistic modelling. Choice #1 [17] performs
variational modelling by imposing prior on the prompt space which makes it prompt-type dependent
while also interfering with the in-domain knowledge learning capability of the prompts – a criterion
crucial in the deployment of CL models. Choice #2 (see Sec. 3.2.1) instead imposes a prior on the
outputs of the text encoder. While this makes it prompt-type agnostic (as the text features can now
be derived from arbitrary prompt types), not taking the visual information into account nevertheless
leads to the loss of information about cross-modal interactions between the visual and textual cues –
a property essential for preventing cross-modal deviation of finetuned features in CL (see Sec. 3.2.2).
Choice #3 (Ours) leverages the best of both worlds by modelling the distribution of visual-guided
text features. To further refine the learned distributions of CL tasks, we finally introduce lightweight
task-specific adapter modules in choice #4 that make the cross-task centroids more distinct while
preserving the aforesaid properties (see Sec. 3.2.3).

improve the image-to-text coherence. Similarly, on the visual side, images from the same class can
have diverse range of backgrounds, poses, orientations, etc. Overlooking the uncertainties in image-
text matching can thus cause overfitting on downstream tasks and forgetting of the generalizable
knowledge [15]. For CL, where we seek to adapt CLIP on a stream of tasks, this can further lead to the
cross-modal features increasingly deviating from each other to the point of catastrophic forgetting (see
Fig. 3b). While existing methods [16, 17] model such uncertainties through probabilistic finetuning,
these remain subpar at CL given: (a) their inaptness to leverage existing prompt-based approaches
[16], (b) their excessive trading of in-domain performance for generalization [17].

Lastly, like other autonomous real-world agents, CL models deployed in mission-critical settings
(healthcare, transport, etc.) can benefit from uncertainty awareness by calibrating their predictions to
reliably assess their confidences [18, 8]. Hence, to enhance the usage of the pre-trained CLIP for
real-world CL tasks, we design a finetuning approach with the following three properties (see Fig.
1): A) probabilistic modeling of cross-modal task cues for better generalization; B) compatibility
with prompt-based finetuning methods [14, 12, 19, 20] to exploit their finegrained in-domain task
knowledge; C) leveraging the rich pre-trained knowledge of CLIP to further counter forgetting.

To this end, we design a principled Variational Inference (VI) framework that learns the functional
space of task-specific posterior distributions based on text features that are aligned with their visual
counterpart (property #A). To refine these variational task posteriors, we draw our motivation
from Bayesian mixture-of-experts ensembles [21, 22], and employ lightweight task-specific adapter
modules that model task-specific distributions. Our final prediction is thus a mixture of logits
derived from individual task adapter modules. To further counter the forgetting in these modules,
we diverge from the recent trend of internet data-hungry CL techniques [23, 24]. Instead, we
exploit the readily available pre-trained language knowledge of CLIP for weight initialization and
task distribution regularization (property #C). Finally, by modelling the distribution of the text
feature space, our probabilistic finetuning method boasts a rich modular nature as the features can
be derived from arbitrary prompt types (property #B). In particular, we show that our framework
can inherit the in-domain knowledge of hand-crafted [1], uni-modal [12], multi-modal [20], or
instance-conditioned [19] prompts. We backronymize our finetuning approach as CLAP – Continual
LeArning with Probabilistic finetuning – for the pre-trained CLIP model. Our experiments across
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several settings show that CLAP4CLIP enhances prompt-based finetuning for CLIP, and surpasses the
predominant deterministic finetuning methods in terms of in-domain performance, output calibration,
and generalization to unseen CL tasks, all while sharing a similar resource overhead. We study
some out-of-the-box perks of CLAP’s probabilistic nature by leveraging its uncertainty estimation
capabilities on a proposed post-hoc novel data detection setup and on exemplar selection for CL.

2 Related work
Continual Learning (CL). The existing CL literature is predominated by three categories of methods:
(a) Regularization-based methods [6, 25, 26] alleviate forgetting by punishing changes to the param-
eters that are important to previous tasks; (b) Architecture-based approaches learn parameters that
are specialized for individual tasks either by network expansion [27] or by sub-network composition
[28, 29]; (c) Rehearsal-based approaches [30, 5] rely on storing a fraction of the past task experiences
in a memory to train with the current task. Each category has its own flaw – methods in (a) struggle
to discriminate inter-task classes [31]; those in (b) often require task oracle during inference; those
in (c) are sensitive to the memory sizes besides being prone to overfitting on the memory samples
[32]. Hence, practical CL calls for combining these. Our work leverages (a) via function-space
regularization (Sec. 3.4), (b) via task-specific modules (Sec. 3.2.3), and (c) via herding-based replay
(see App. A.1.1).

Vision-Language Models (VLMs) finetuning. The powerful generalizability of pre-trained VLMs
[9, 33] like the CLIP [1] has enabled their zero-shot applications to a range of downstream tasks,
including CL [14]. In practice, their performance on downstream out-of-domain data remains rather
weak [34, 35]. For such cases, finetuning on task-specific data is a natural choice. Instead of
performing extensive full finetuning on all parameters, some parameter-efficient finetuning (PEFT)
methods learn a lightweight feature adapter module for textual and/or visual paths [13, 36]. Another
line of PEFT methods learns soft prompts which are a few continuous tokens serving as inputs to
the frozen visual and/or textual encoder(s) to capture task-specific information [12, 37, 20]. Existing
works on CL with pre-trained CLIP have leveraged either [19, 38] or both [39] of these methods.
However, such finetuning methods remain deterministic in nature. This imposes an explicit constraint
on the modeling of the possible ways in which the visual and the textual semantics interact.

To address the aforesaid flaw, one could turn to adapt the existing probabilistic finetuning approaches
to capture the cross-modal interactions in CL tasks. For instance, [16] learn the distribution of
hand-crafted prompts while [17] propose variational prompt tuning (VPT) conditioned on the input
images. Yet these methods are limited in their efficacy. [16] is incompatible with conditional prompt
learning [37], which is an extensively studied PEFT field. VPT [17] trades in-domain performance
excessively in favor of generalizability – a trait detrimental in the deployment of CL models. Our
work aims to bridge these gaps for probabilistic finetuning all while adapting it for CL.

3 Methodology
3.1 Preliminaries
Continual Learning (CL). Class-incremental CL [7] aims to learn from a sequence of T
tasks [(C1, D1), (C2, D2), ..., (CT , DT )]. Each task t ∈ [1, T ] has its training data Dt =
{(x1, y1), (x2, y2), ..., (xkt , ykt)}, where x and y are the input images and labels, respectively from
the set of classes Ct = {ct1, ct2, ..., ctnt}. Following [40, 41], we assume any two task-specific sets of
classes to be disjoint: Ci∩Cj = ∅. A neural network with parameters ϕ is then trained on task t using
Dt to minimize the cross-entropy loss over Ct. At test time, the model is evaluated on all seen classes
C =

⋃t
i=1 C

i, where the past task predictions are prone to forgetting. As a solution, rehearsal-based
methods [42, 43] replay past task samples from a memoryM during training. Following [30], we
use herding [44] to maintainM (see App. A.1.1 for details).

CLIP with prompt. CLIP comprises an image encoder f(x) acting on an image x ∈ R3×H×W of
height H and width W , and a text encoder g(t(p)) acting on a word embedding vector t ∈ R(L×e)

derived from a text prompt p ∈ R((L−1)×e). Here, L is the text length, and e is the text embedding
dimension. The encoders’s outputs are used in the prediction of the class yi as:

p(yi|x) =
exp

(
⟨f(x)T , g(ti)⟩/τ

)∑|Ct|
c=1 exp

(
⟨f(x)T , g(tc)⟩/τ

) , (1)

where τ is a learnable temperature parameter, ⟨·, ·⟩ is the cosine similarity, and the c-th class text
feature tc = [p, ec] is the result of adding a class-specific word embedding ec to the prompt p. The
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Figure 2: CLAP4CLIP overview: the visual-guided attention (VGA) inference module uses the text
features as query (Q), and the visual features as keys (K) and values (V) to produce visual-guided text
features. The task-specific text features are fed to their respective task distribution encoders (µt, σt).
The task distribution samples are then fused with the original task features prior to deriving the task
logits yt. All task logits are concatenated to produce the final prediction y1:t.

features g(tc) for all classes are used as the weights of a linear classifier. In CL, g(tc) would thus
encode the features for classes c ∈ C seen until task t. Eq. (1) forms a contrastive training criterion
for the text and visual modalities, whose rich representation allows pre-trained CLIP to be used for
zero-shot classification through hard prompt templates, i.e., pc = “A photo of a {cth class}".

CLIP finetuning with learnable soft prompts. To improve the CLIP performance on a downstream
task t, soft prompts use a set of learnable vector tokens p = {p1,p2, ...,pL}. CoOp [12] shares p
with all classes of a task. MaPLe [20] learns multi-modal prompts by employing two such token sets
pf and pg until the J-th layers of the vision and the text encoders of CLIP, respectively. AttriCLIP
[19] selects a subset of prompts conditioned on the input: {{pj}1≤j≤L|xk}. Learning p (with frozen
CLIP weights) thusly helps encode task/modality/instance-conditioned context for a given task.

CLIP finetuning with adapters. Adapter-based methods like CLIP-Adapter [13] learn lightweight
modules over text and/or visual features of the frozen CLIP model. With a text adapter At, the
updated text features from Eq. (1) can be rewritten (with a slight abuse of notation) as:

g(ti) = αAt(g(ti)) + βg(ti), (2)

where α and β control the strength of the residual connection between the adapted and the pretrained
models’ features, e.g., β = 1− α in [13].

3.2 CL with probabilistic finetuning for CLIP
Overview. We develop our CLIP-based probabilistic finetuning model using a Bayesian VI framework
(see Fig. 2). Sec. 3.2.1 starts by making the case that, unlike previous VI-based finetuning approaches,
the feature embedding space of the text encoder output is a superior choice for defining our functional
space priors on. While linear adapter layers are often employed for obtaining the mapping from such
a pre-defined feature-space prior to the function outputs [45, 17], we show in Sec. 3.2.2 that CL
finetuning with generic adapter leads to the issue of cross-modal deviation. In Sec. 3.2.3, we then
propose refining our variational distribution on function space using an ensemble of task-specific
adapters that are built on top of cross-modal aligned text features.

3.2.1 Variational inference with function space prior on text features
We are interested in modeling the stochastic processes that generate the labels y for the inputs x of
a CL task t. To this end, we assume a prior distribution pχ over the text feature of the c-th class:
pχ(tc(p)). We can then draw M number of latent variables z = {zm ∼ pχ}Mm=1 to represent the
c-th class text feature tc(p) as a linear combination of the text encoder feature g(tc(p)) and z:

tc(p) = {g(tc(p)) + zm}Mm=1, s.t. zm ∼ pχ, (3a)

p(yi|x) =
∫
χ

exp
(
⟨f(x)T , tc(p)⟩

)∑|Ct|
c=1 exp

(
⟨f(x)T , tc(p)⟩

)p(tc(p))dχ, (3b)
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Figure 3: Need for Visual-guided Attention (VGA) inference module. Fig. 3a: A simple adapter is
inadequate at preventing catastrophic forgetting in CL – marked by high BwT scores; Fig. 3b: VGA
module encourages cross-modal alignment between the learned text features and the pre-trained visual
features – marked by a decrease in average angle arccos⟨t, 1⟩ between them – where otherwise the
former deviates further with incremental training steps.
where Eq. (3b) replaces g(ti) in Eq. (1) by tc(p). Eq. (3b) thus results into M number of predictions
whose distribution gives us the model’s epistemic uncertainty about the correct prediction. To deal
with the intractability of the marginal likelihood, we optimize for the evidence lower bound (ELBO)
using a variational posterior qϕ that approximates the prior pχ based on the KL-divergence loss DKL:

log p(y|x) ≥ Eqϕ(z|tc)[log p(y|x, z)]− DKL
(
qϕ(z|tc)∥pχ

)
. (4)

By assuming pχ to be the (static) standard Gaussian N (0, I) and qϕ to be the (learnable) Gaussian
N (µ(tc), σ(tc)), whose mean µ and standard deviation σ are parameterized by linear adapter layers,
we can ensure that the random variable z remains differentiable by reparameterization trick [45].
Accordingly, we refer to the parameters [µ;σ] together as probabilistic adapter from here onward.

Imposing the prior over the text feature offers us further advantages over that in the prompt embedding
space as done by VPT [17] (also see App. Fig. 1 for an illustration). First, Eq. (3b) is prompt-type
agnostic as the text features g(t) could be derived from any existing soft [37, 19, 20] or hard [14, 13]
prompts.2 Second, by leaving the prompt embedding space intact and injecting stochasticity into the
feature space, we can better learn the task-specific knowledge known to be encoded by the prompt
embeddings [46]. This can help bypass the loss of in-domain performance. In CL, the latter property
is crucial for our model to perform well on all previously seen tasks. Third, as the latent variable z is
now directly used to infer the logits, it naturally favors generalization by influencing the predictions.
On the contrary, the effect of the prompt space prior on the predictions is indirect as it is mediated by
the representations of the entire text encoder layers. This can make the influence of the prior harder
to control and can hinder the aforesaid interpretability in the model’s predictions.

Efficient continual finetuning with a probabilistic adapter. Finetuning adapters for CL is not
straightforward. Namely, we have the overhead of searching for task-specific residual ratio α (see
Eq. (2)) which is sensitive to the training setup including dataset and prompt-type [13, 36]. This
has particularly worse implications for a probabilistic adapter like ours, where a larger α can inject
enough noise to corrupt the pre-trained representations to the point of catastrophic forgetting (see
Fig. 3a). For efficient learning of our adapter, we thus seek to retain no additional overhead of
hyperparameter search for the residual ratio. Subsequently, we use α = β = 1 through our work.

3.2.2 Cross-modal feature deviation in continual finetuning of CLIP
To perform CL with variational modelling in the text feature space, we first take a step back to
investigate how CL in general affects the cross-modal deviation [47] between the learned text and
the frozen visual features of finetuning methods. To this end, we consider two basic CL models: the
CoOp [12] and the CoOp with a CLIP-Adapter [13]. Then, for the base task (t = 1) test samples of
CIFAR100, we compute the average of the Rotation Angle Matrix (RAM) [47] using the CL models’
frozen visual f(x) and learnable textual g(tc(p)) features at each incremental test step. Fig. 3b
shows the deviation of the learned textual features from their (frozen) visual counterparts for the
CoOp. This implies that the cross-modal retrieval performance of CLIP finetuned with learnable
prompts deteriorates with incremental training. Moreover, as a generic adapter (CoOp + Adapter)
does not remedy the cross-modal deviation, this sets a direct hindrance in employing our probabilistic
adapter to learn the variational distribution qϕ.

2From a practitioner’s perspective, this enriches the modularity by taking away the overhead of engineering
the priors specific to the prompt-type that could, for instance, be spanning multiple layers and/or modalities.
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Variational modeling on visual-guided text features. For variational modeling of text features
tc(p) that remain aligned with the visual features during continual finetuning, we propose enriching
the text features with the visual context through an explicit attention mechanism (see App. A.3
for further justification on this design choice). To this end, we treat the text features as queries Q
and the visual features as keys K and values V , and adopt a standard transformer-styled decoder
block [48] as a task-shared Visual-guided attention (VGA) module. The VGA module performs
text-to-text self-attention followed by text-to-visual cross-attention. To eliminate the influence of the
text features from multiple CL tasks, a naive strategy is to perform specialized VGA forward passes
with task-specific queries [27]. We seek to replace several such costly VGA passes with a single pass.
To do so, we exploit the global nature of our visual context and mask out (set to −∞) all inter-task
connections in the queries using a target mask. This ensures that only the task-specific text features
undergo self-attention while the entire query still attends to the visual context:

{t̂kc}tk=1 = VGA
(
Q = {tkc}tk=1,K = V = f(x)

)
, (5a)

t̃tc = t̂tc + g(ttc(p)), (5b)

where t̂kc is the task-specific visual-guided text feature which is fused with the residual task-specific
text encoder feature g(ttc) to derive the task embedding t̃tc. We note that in a non-CL setup, [49]
employ the VGA module using the per-pixel spatial features (obtained before global average-pooling)
instead of the globally pooled visual features of the ViT [50]. Our choice for the latter favors the
efficiency of our framework for large CL datasets where attending to per-pixel spatial features can
incur much higher latency (see App. A.4 for a comparison).

3.2.3 Task-specific probabilistic adapters as ensembles for posterior approximation

By exploring diverse modes in function space, ensembles of neural networks can better approximate
the variational posterior [51, 22]. Motivated by this, we replace our task-shared adapter qϕ with
task-specific adapters {qiϕ}ti=1 that parameterize the t-th task-specific posterior N (µt, σt) over the
task embeddings t̃tc:

{ztm}Mm=1 ∼ qtϕ(z|t̃tc) = N
(
µt(t̃tc), σ

t(t̃tc)
)
, (6)

where ztm are the task-specific MC samples. Task-specific adapters thus serve as mixture-of-experts
ensemble where each expert is trained on task-specific embeddings t̃tc and the logits computed using

Figure 4: Need for task-specific probabilistic
adapters: Cosine distance between the centroids
of class-specific latent variables produced without
(left) and with (right) task-specific adapters on
CIFAR100 (10 tasks, 10 classes per task).

each expert is combined to derive the final pre-
diction ŷ1:t (see Algo 1). The experts learn
posteriors that are more discriminative across
tasks. This is depicted in Fig. 4 using the co-
sine distance between the embeddings of the
class-specific samples drawn from the poste-
riors. With task-specific adapters (right), the
cross-task class centroids are more separable.

To prevent interference from current task train-
ing data, we freeze the past task encoders dur-
ing each incremental training step (t > 1).
Moreover, to reduce the forgetting in past task
adapters, we follow other parameter-isolation
techniques [27, 42, 52] to finetune on a class-
balanced dataset of new data and rehearsal data M at the end of each incremental training step
(t > 1). We refer to this as memory consolidation training (see App. A.2). We also provide an
overview of a test-time forward pass of our framework in App. A.5.

Algorithm overview. App. algo. 1 outlines the pseudo-code of a forward pass of CLAP at t−th
task test step. Here, a test image is to be classified into one of the classes {1, ..., |Ct|}. Our method
executes the computationally heavy VGA layers only once. The task-specific VGA outputs are passed
to their respective adapters. By limiting the quadratic complexity of the VGA pass, our method
induces minimal time overhead. By only expanding the linear adapters per task, our memory overhead
is negligible compared to the large backbone of the pre-trained CLIP model (ablation Fig. 5).

3.3 Alleviating forgetting with pre-trained language-aware CLIP knowledge
Like other finetuning methods, our probabilistic adapters are likely to trade the generalizability of
text features for downstream task performances [12, 37]. On the contrary, the pre-trained CLIP text
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encoder with hand-crafted prompts [53] has strong generalizability because of its rich pre-trained
language information. We propose to leverage this pre-trained language knowledge to help guide
the incremental finetuning in CLAP. In the following, we assume {th,ly ∈ Rd}Ll=1 to be the features
corresponding to the L hand-crafted textual prompts for the class y ∈ Ct.

3.3.1 Past-task distribution regularization for mitigating forgetting
The functional spaces of the past task distributions are prone to forgetting in CL. Though replay
helps alleviate the forgetting up to a certain degree, repeated training on the memory samples can
lead to overfitting on these [32, 54]. To address this, previous works [8, 55] exploit functional priors
for regularizing the visual space alongside memory replay. Here, we propose to regularize the past
task distributions in the textual space by using the hand-crafted prompt-based features {th,ly }Ll=1 to

distill the past task latent samples
{
zi = {zim}Mm=1

}t−1

i=1
. Namely, the probability of the sample set

zt belonging to a class y ∈ Ct is:

PKD(y|zt) =
1

M

M∑
m=1

1

L

L∑
l=1

exp
(
⟨th,ly , ztm⟩

)∑|Ct|
c=1 exp

(
⟨th,lc , ztm⟩

) . (7)

The resulting language-aware distillation loss is thus the sum of cross-entropy between the true label
distribution yc and the predicted probability distribution PKD across all the past-task classes:

LKD = −
T−1∑
t=1

|Ct|∑
c=1

logPKD(c|zt)yc, (8)

whereLKD serves as a data-free (i.e., no training samples required) text-to-text distribution regularizer
that encourages the latent variable outputs from past-task adapters to stay close to the text features
from the hand-crafted prompts. LKD is applied only during the memory consolidation training, that
is, when the past-task adapters are trainable. Lastly, as LKD acts on the functional space of past tasks,
this sets apart our setting from the non-CL setup of [56] where the language-aware distillation loss
regularizes the vector embedding space.

3.3.2 Task-specific adapter initialization considering stability
Stability gap [57] in CL refers to the temporary yet substantial forgetting of past task knowledge in
the initial phases of updating a network’s weights to learn an incremental task. An informed weight
initialization can help bridge this gap over random initialization by stabilizing the learning for new
task components [58]. We thus leverage the t−th task text features {th,ly }Ll=1 to initialize the weights
wµ

t ,w
σ
t ∈ Rd×d of our t−th task’s linear adapter layer. Let sµ, sσ ∈ R|Ct|×d be the mean and the

std. dev. of the L text features. We initialize wµ
t and wσ

t as:

wµ
t =

1

d
⟨sTµ , sµ⟩, wσ

t =
1

d
⟨sTσ , sσ⟩. (9)

3.4 Training objective

Approximate ELBO. Building upon Eq. (4), we now learn the task-specific adapters qtϕ to approx-
imate the intractable t ∈ [1, T ] task-specific posteriors. The ELBO (see App. F for derivation) is:

log p(y1:T |x; t̃tc) ≥
T∑

t=1

[
Eqtϕ(z

t|x;t̃tc)

[
log pθ(y

t|zt,x; t̃tc)
]
− DKL

(
qtϕ(z

t|x; t̃tc)∥pχ(zt)
)]
. (10)

Overall objective. Denoting the loss weights by λ and γ, our total loss term can be given as
L = LCE − λDKL + γLKD, where the cross-entropy LCE and the prior-matching DKL terms act on
the outputs of all task encoders while the distribution regularization term LKD acts only on the past
task encoders. λ is set to 0.001. As the past task encoders are trainable only during the memory
consolidation training stage, λ for these is set to 0 during training. γ is set to 15.

4 Experiments
Datasets. We evaluate our method on CIFAR100 [3, 30], ImageNet100 [41, 43], ImageNet-R [59],
CUB200 [60], and VTAB [60]. CIFAR100 [61] and ImageNet100 [62] setups split their respective
original datasets into 10 tasks with 10 classes each. ImageNet-R [63] and CUB200 split 200 classes
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Method CIFAR100 ImageNet100 ImageNet-R CUB200 VTAB
Avg ↑ Last ↑ Avg ↑ Last ↑ Avg ↑ Last ↑ Avg ↑ Last ↑ Avg ↑ Last ↑

Single-task JOINT 80.28 81.08 80.92 75.4 89.29
Task-specific JOINT 82.9 83.55 83.07 85.72 94.6

iCaRL [30] 72.93 57.6 68.62 59.5 66.34 43.71 82.39 75.1 53.38 41.6

L2P [65] 78.92 70.04 - - 77.07 69.33 76.98 68.47 - -
DualPrompt [59] 82.11 74.31 - - 82.73 76.41 82.37 76.29 - -
CODA-P [38] 85.19 76.4 85.93 79.02 82.06 79.5 84.77 80.39 87.5 81.2
PROOF [39] 84.84 76.55 - - 84.89 79.7 83.98 79.35 - -

Continual-CLIP [14] 78.65 68.26 83.99 74.2 84.43 76.94 67.0 54.8 68.5 60.97
CoOp [12] 81.17 70.58 79.14 64.9 84.7 78.66 76.62 68.53 87.06 81.25
MaPLe [20] 82.74 74.52 79.23 64.06 85.28 79.71 73.38 64.43 83.91 81.81
AttriCLIP [19] 79.31 68.45 82.29 70.76 83.09 76.53 65.26 52.12 71.84 64.09
CLIP-Adapter [13] 78.75 68.32 84.13 73.96 84.49 78.1 67.41 54.49 68.23 61.02
VPT [17] 73.4 59.33 80.51 61.09 81.66 74.0 69.14 60.03 67.2 77.26

Ours w/o VI 84.36 76.8 86.11 76.48 85.69 79.83 72.21 61.87 90.74 88.64

Ours 86.13 78.21 87.76 79.16 85.77 79.98 86.93 81.64 91.37 89.67
CoOp + Ours 85.71 77.4 86.8 78.18 85.32 79.52 86.99 81.95 92.51 91.28
MaPLe + Ours 86.06 78.48 87.47 79.02 86.25 80.56 81.53 74.24 90.97 88.83
AttriCLIP + Ours 78.06 67.59 87.37 79.3 86.35 80.6 83.71 79.01 74.84 71.12

Table 1: Performance comparison of different methods averaged over three runs. Best scores are in
bold. The second-best scores are in blue. The results for L2P, DualPrompt, and PROOF are taken
from [39]. See App. Table 12 for statistical significance of these results using std. dev. scores.

into 10 tasks with 20 classes each. VTAB has 5 tasks with 10 classes each [64]. While CIFAR100,
ImageNet100, and CUB200 are robust settings for evaluating CL methods in the face of large
forgetting, ImageNet-R and VTAB make challenging settings for CL methods using pre-trained
models as these might include test images in their pre-training set (see App. A.1 for details).

Baselines. We compare CLAP4CLIP against several baselines and state-of-the-art finetuning methods.
These include: (a) CLIP-based methods – Continual-CLIP [14], CoOp [12], CLIP-Adapter [13],
AttriCLIP [19], MaPLe [20], and PROOF [39], (b) vision-only methods – DualPrompt [59] L2P [65],
CODA-P [38], (c) the baseline CIL method – iCaRL [30]. For a fair comparison, we adhere to the
experimental protocols of PROOF [39] throughout. We adopt ViT-B/16 with the pre-trained weights
of OpenAI [1] as our backbone unless otherwise specified. As the upper bounds on performance, we
use the CLAP4CLIP with single and task-specific encoders, trained on all tasks jointly (JOINT).

Variants. We integrate our method with four prompt-based approaches: Ours uses CLAP with hand-
crafted prompt templates, CoOp + Ours with soft prompts [12], MaPLe + Ours uses multi-modal soft
prompts [20], and AttriCLIP + Ours uses CLAP4CLIP with instance-conditioned soft prompts [19].
Ours w/o Variational Inference (VI) is the deterministic variant of Ours depicted in App. Fig. 7. We
leave the details of the training and the hyperparameters of our models in App. A.2.

Performance measures. To quantify CL performances, we report: (a) the final accuracy after the
last incremental step (Last) and the average of the accuracies after each step (Avg) [30], and (b) the
backward transfer score (BwT) [66] to quantify forgetting. To assess the benefits of probabilistic
modelling, we report: (a) the expected calibration error (ECE) [67] that measures the calibration in the
model’s predictions [68], and (b) the (forward) transfer score [69] that quantifies the generalizability
of CL models by measuring the extent of their zero-shot transfer ability after finetuning.

4.1 Results

Accuracy. We report performances in Table 1 on all five datasets. Our method consistently achieves
the best results among all the methods compared. Notably, on CIFAR100 and ImageNet100, our
variants using the hand-crafted and multi-modal prompts outperform the others. On the challenging
ImageNet-R setup with significant intra-class diversity, our method can better leverage the instance-
conditioned prompt knowledge of AttriCLIP [19], which helps it outperform PROOF [39] by 1.46%
in terms of average accuracy. On CUB200 and VTAB, sharing the prompt pool among all tasks gives
CoOp [12] an edge over other baselines. Leveraging CoOp offers us the best results on these while
surpassing PROOF, which also builds upon CoOp with task-specific soft prompts. We also observe
that VPT [17] lags on all CL settings. Comparing the performance evolution of our variants against
other baselines shows that our variants perform better throughout the incremental steps (App. Fig. 8).

Forgetting. Table 13 shows that in general, plugging CLAP4CLIP with prompt-based finetuning
methods helps improve the BwT scores of the latter. It is worth noting that on the cross-dataset setting
of VTAB [64], our variants are the only methods that effectively transfer the knowledge learned from
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Method ImageNet100 CIFAR100 +
ImageNet100

DualPrompt [59] 81.9 67.1

Continual-CLIP [14] 75.4 54.9
CoOp [12] 79.3 55.4

MaPLe [20] 84.81 76.2
AttriCLIP [19] 83.3 78.3
PROOF [39] 81.26 82.59

Ours 83.51 83.83
CoOp + Ours 82 82.63

MaPLe + Ours 82.97 83.6
AttriCLIP + Ours 84.14 84.56

Table 2: Performance comparison on the
CDCL setting [19]. All CLIP-based methods
use the ViT-L/14 backbone.
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#1 ✓ 22.78 11.49
#2 ✓ ✓ 82.82 73.41
#3 ✓ ✓ ✓ 84.4 74.99
#4 ✓ ✓ ✓ ✓ 85.7 77.2
#5 ✓ ✓ ✓ ✓ ✓ 86.01 77.98
#6 ✓ ✓ ✓ ✓ ✓ ✓ 86.13 78.21

Table 3: Ablations of the key components of
CLAP4CLIP on CIFAR100.

incremental tasks to improve the performance on past tasks (i.e., BwT > 0). This indicates that our
probabilistic modeling strategy does not only counter forgetting but can also help bring anti-forgetting
properties onto existing finetuning methods.

Calibration. App. Table 15 compares the ECE scores of our variants and their respective underlying
deterministic baselines at the last test step. In general, our variants help enhance (decrease) the ECE
scores of the underlying prompt-based methods. This implies that even in the face of forgetting in a
CL setup, CLAP retains more reliability in assessing the confidence of its predictions.

Generalization. App. Table 14 shows that our method consistently enhances the (forward) transfer
scores of the underlying deterministic prompt-based methods. This means that CLAP can better
transfer the learned knowledge from seen tasks to help solve future tasks.

Resource-constrained CL. To study the robustness of CLAP towards memory and compute-
constrained environments, we ablate its performance on replay-free [70] and computationally-
budgeted [23] CL setups, respectively. Tables 16 and 17 show that for both these setups, leveraging
the instance-conditioned and semantically diverse prompts of AttriCLIP provides an edge. Here, our
variant leveraging AttriCLIP surpasses the replay-free SOTA, i.e., CODA-P [38] and the budgeted
SOTA, i.e., AttriCLIP [19]. Further ablating the role of our proposed language-aware distribution
regularization and weight initialization components for our AttriCLIP variant shows that the former
component remains crucial for avoiding forgetting under resource-constrained settings.

4.1.1 Cross-Datasets Continual Learning (CDCL)
To simulate real-world settings with long sequence of tasks and large distribution shifts, the CDCL
setting [19] trains a model sequentially on ImageNet100 and CIFAR100 (i.e., on 20 tasks), and
evaluates it jointly on these. For a fair comparison with [19], we adopt the ViT-L/14 as our CLIP
backbone and set the train/test batch size to 32. All other settings remain the same as in Sec. 4.1.
Table 2 reports the last task accuracy of different methods. While all our variants improve the CDCL
performances of their respective baselines, combining ours with AttriCLIP [19] leads to the most
gains. This further suggests that our framework can reliably leverage the diverse nature of learned
prompts to inherit their setting-specific advantages.

4.2 Ablation Studies
We provide a few ablations of the training pipeline for CLAP4CLIP below and leave more in App. C.

Influence of components. We ablate the importance of different components of CLAP4CLIP in
Table 3. On top of the base CLIP model, we first train a probabilistic encoder. Adding the VGA
module and the memory consolidation training stage helps us achieve more stable performances
while countering forgetting. We then apply task-specific encoders which make the centroids of the
class-specific latent variable more separable (see Fig. 4) thus improving the last task accuracy by
2.21%. Language-aware weight initialization and regularization help improve the last task accuracies
by 0.78% and 0.23%, respectively. Weight initialization further helps us tackle the stability gap
[57, 58] (see App. C.6 for more ablations on language-aware components).

Probabilistic vs Deterministic inference. To understand our probabilistic inference modules further,
we examine their performance against the deterministic variant of ours (Ours w/o VI). Table 1 shows
that our probabilistic variant consistently outperforms its deterministic counterpart. This emphasizes
the advantages of considering uncertainty in finetuning. We further introspect the effects of the
number of layers for the VGA and task encoder modules in our framework in App. C.3.
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Time analyses. We compare the inference time per iteration for different methods. As shown in App.
Table 19, our variants need more inference time than other finetuning methods for the performance
gains. The increased time comes mainly from the VGA and from inferring the M latent variables.
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Figure 5: Parameter count
comparison.

Parameter analyses. The additional parameters in CLAP4CLIP
come from the shared VGA module and the task-specific encoders.
For a ViT-B/16 backbone of output dimension, d = 512 on CI-
FAR100, the VGA module contains 4,204,032 parameters. The
mean and the std. dev. layers for 10 tasks have d × d parame-
ters each, i.e., 524, 2880 parameters. Hence, the CLAP4CLIP has
9.5 million extra parameters, which is negligible compared to the
pre-trained CLIP with ≈ 150 million parameters. We report the
parameter counts in Fig. 5.

5 Out-of-the-box utilities of probabilistic finetuning
We study the out-of-the-box utilities of CLAP4CLIP’s uncertainty quantification (UQ) capabilities.
Our motivation for these is not to achieve state-of-the-art performance but to highlight the perks
of probabilistic modeling in scenarios where the deterministic CL finetuning methods struggle.

Method AUROC ↑ AUPR ↑ FPR95 ↓

Continual-CLIP [14] 74.46 71.11 77.33
Ours w/o VI 82.29 78.88 68.83

Ours 82.21 79.54 68.72

CoOp [12] 80.15 77.62 66.8
+ Ours w/o VI 81.98 78.88 66.21

+ Ours 83.73 80.97 62.68

Table 4: PhNDD performances averaged
over 3 runs on CIFAR100. Best scores for
each variant are in bold.

Post-hoc novel data detection (PhNDD). PhNDD
uses a pre-trained classification model to identify novel
data based on the output confidence [71, 72]. For CL,
this can help discern the arrival of new tasks, expand
the network, etc. To evaluate the PhNDD capabilities
of models within a CL setup, we design a simple set-
ting. Namely, at all but the last test step, we treat the
test data from the past and the current tasks as seen
while those from all future tasks as novel. We then
use FPR95, AUROC [73], and AUPR [74] scores as
our performance metrics (see App. D.1) averaged over all but the last incremental test steps. To
quantify the output confidence, we rely on the Energy score [75] given its aptness for pre-trained
models. Table 4 compares the averaged PhNDD performances. Our probabilistic models enhance the
PhNDD capabilities of their underlying prompting frameworks. Moreover, the inferior results of the
deterministic (i.e., w/o VI) versions of our models suggest that probabilistic modelling helps a model
output predictions that better express what it is not aware of.
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Figure 6: Analyses of various strate-
gies for exemplar selection w/ our
method on CIFAR100.

Exemplar selection. We employ the entropy (averaged over
M predictions) of CLAP’s softmax outputs as our exemplar
selection criteria [2]. Table 20 shows the efficacy of entropy-
based rehearsal for our method, where other deterministic
methods lag due to their inconsistent UQ capabilities. Next,
we employ the energy [75] and the variance of the softmax
outputs as our selection criterion and contrast these against
other criteria proposed in [2]. Fig. 6 shows that variance-
based exemplar selection outperforms random, and is only
second to iCaRL [30] in terms of Last accuracy. We note that
deterministic methods with pointwise predictions cannot use
variance for exemplar selection.

6 Conclusion
In this paper, we propose CLAP4CLIP, a probabilistic finetuning method for learning task-specific
distributions over visual-guided textual features. Our model shares the visual-guided text alignment
module across all tasks while adding lightweight task-specific encoders to learn fine-grained task
distributions. Besides leading to little memory overhead, this architecture is compatible with several
prompt-tuning-based methods thus helping us inherit their respective perks on different CL settings.
Our experiments show the superior results of CLAP4CLIP across several datasets and settings.
We conclude with two out-of-the-box utilities of our method wherein existing continual learning
methods lag: post-hoc novel data detection and uncertainty-based exemplar selection. We discuss our
limitations, potential future research directions, and the broader impact in App. sec. E.
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Figure 7: Illustration of the deterministic variant of Ours (Ours w/o VI in Table 1): the task-
specific text features are fed to their respective task encoders, consisting of only the mean µ layer
each. There is no sampling involved and the task mean outputs are fused directly with the original
task features prior to deriving the task logits yt. All task logits are concatenated to produce the final
prediction y1:t.

A Experiments and Benchmarks

A.1 Datasets

Dataset # training instances # testing instances # Classes # Tasks Link
CIFAR100 50,000 10,000 100 10 URL

ImageNet100 130,000 5,000 100 10 URL
ImageNet-R 24,000 6,000 200 10 URL

CUB200 9,430 2,358 200 10 URL
VTAB 1,796 8,619 50 5 URL

Table 5: Benchmark datasets and their details.

We evaluate our method on five datasets, the details of which are reported in Table 5. Following
[39], we shuffle the order of training classes for all but the VTAB dataset with the random seed 1993.
While the original VTAB [76] includes 19 evaluation tasks from three categories (natural, specialized,
and structured) and their respective sub-domains, we rely on the five datasets cross-domain class-
incremental subset proposed in SimpleCIL [64]. The five datasets (used in the same streaming order)
include Resisc45 [77], DTD [78], Pets [79], EuroSAT [80], and Flowers [81]. To make the classes
emerge from domain to domain, we do not shuffle the class order for VTAB.

A.1.1 Exemplar selection for memory replay

Following [30, 41], we employ the herding algorithm [44] to choose the exemplars for our main
experiments. Following the previous works [82, 39], we rely on two typical methods to populate the
memory:

1. Fixed memory budget maintains a static memoryM with K instances. Upon having seen
|Yb| number of classes after an incremental training stage, the model selects K

|Yb| exemplars
per class.

18

https://www.cs.toronto.edu/~kriz/cifar.html
https://www.image-net.org/challenges/LSVRC/index.php
https://github.com/hendrycks/imagenet-r
https://www.vision.caltech.edu/datasets/cub_200_2011/
https://drive.google.com/file/d/1xUiwlnx4k0oDhYi26KL5KwrCAya-mvJ_/view?usp=sharing


2. Expandable exemplar set dynamically expands the memoryM with the arrival of more
incremental tasks. After each incremental training stage, the model here stores |Yb| × kc
exemplars, where kc is the number of exemplars per class.

For CIFAR100, ImageNet100, and VTAB, given their lesser number of classes, we employ the first
policy, and keep a total of 2,000, 1,000, and 1,000 exemplars, respectively. This amounts to the
respective sub-totals of 20 and 10 exemplars per class after the last incremental stage. We choose
these sizes for a straightforward comparison with the existing works, i.e., PROOF [39] for CIFAR100
and AttriCLIP [19] for ImageNet100. For VTAB, the chosen memory size reflects the fact that we
have only 1, 796 training instances in total (see Table 5). For ImageNet-R and CUB200 with 200
classes each, we adopt the second policy and store 20 exemplars per class.

A.2 Training and Hyperparameter selection

We train CLAP and its variants using SGD, with a batch size of 64, for 5 epochs, including 1 epoch of
linear warmup. The initial learning rate (LR) is set to 1e-3 and decays with cosine annealing. At the
end of each incremental task (t > 1), we perform memory consolidation training for 2 epochs, with an
LR of 1e-4, on the class-balanced memory dataset. All our experiments were performed on NVIDIA
V100 GPUs hosted on the Gadi supercomputers of the National Computational Infrastructure (NCI
Australia).

Training for memory consolidation. To alleviate the forgetting of past tasks, we finetune on the
class-balanced dataset of new data and rehearsal dataM at the end of each incremental training step
(t > 1) [41, 27]. Following other well-established parameter-isolation CL algorithms [27, 42, 52], we
freeze the past task encoders during the normal training. This helps us avoid knowledge interference
from the dominant new task training samples. During the memory consolidation training stage, we
optimize all the task encoders while freezing the task-shared VGA module parameters.

Hyperparameter tuning. To the end goal of obtaining task-agnostic hyperparameters [83], we
tuned our hyperparameters using a validation set comprising 10% of the CIFAR-100 training dataset.
Similar to [27], performing the hyperparameter search only on the CIFAR100 setup helps us avoid
optimizing for the number of tasks while generalizing across all our other setups. Table 6 shows
the candidate values for the hyperparameter grid search and their best-chosen values. Tables 7, 8, 9,
and 10 report the last task accuracy scores (Last) corresponding to the hyperparameter search for the
number of training epochs, the number of finetuning epochs, the coefficient γ and the coefficient λ,
respectively. Fig. 9 in the main paper reports the accuracy and the runtimes for the different numbers
of MC samples M . We will release the full source code upon the acceptance of our paper.

Hyperparameter Range Chosen value
Learning rate 5e-3, 1e-3, 5e-4 1e-3

Epochs 3, 5, 7 5
Warmup epochs 0.5, 1, 1.5 1

Finetuning epochs 1, 2, 3, 4 2
γ 1, 5, 10, 15, 20, 25 15
λ 0.0001, 0.001, 0.01, 0.1 0.001
M 1, 5, 10, 15, 20, 25, 30, 50 20

Table 6: Hyperparameter tuning: we run a gridsearch on the CIFAR100 setup with a validation set
comprising 10% of the training set. The chosen values are reused across all other setups.

Epochs 3 5 7

Last 77.32 78.21 78.18

Table 7: Accuracy vs. Training epochs

Finetuning ep. 1 2 3 4

Last 77.65 78.21 78.2 78.18

Table 8: Accuracy vs. Finetuning epochs
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γ 1 5 10 15 20 25

Last 78.04 77.94 78.1 78.21 77.96 77.14

Table 9: Accuracy vs. weight “γ" for LKD

λ 0.0001 0.001 0.01 0.1

Last 78.16 78.21 77.99 77.4

Table 10: Accuracy vs. weight “λ" for DKL

A.3 Variational modeling of text feature space vs. image feature space

We opt for the probabilistic modeling of task-specific text feature space rather than the image feature
space mainly in light of the practical constraints imposed by the class-incremental learning (CIL)
setting. In CIL, at test time, we are not given the task labels for images. As such, if we were to use
task-specific adapters to model task-specific visual features distribution (rather than task-specific text
features distribution), then we must infer which images are to be routed to what adapter. Existing
solutions [8] to task id inference would route the text-guided visual features to all available adapters
and then infer the correct prediction based on the adapter’s outputs. Such an exhaustive routing
mechanism greatly increases the test-time computational burden. Instead, we exploit the multimodal
nature of CLIP [1] to model the distribution of visual-guided text features. This helps us avoid
test-time task id inference as now our visual features form a shared context to which all task-specific
text features (which we can distinguish simply by their labels) can attend. By sampling from the
distributions over such visual-guided task-specific text features, we compute their cosine similarities
with the visual features to obtain our predictive logits.

A.4 Latency comparison for VT-CLIP styled VGA vs Ours

We compare the performance of VT-CLIP-styled VGA with Ours. To align the text features with the
image features, the former uses per-pixel spatial features obtained from the ViT prior to global pooling
while we use the globally pooled features. Table 11 shows that VT-CLIP styled VGA achieves similar
accuracy as ours while incurring ≈ 6× higher inference time.

Method Avg. Last Inference time (s)
VT-CLIP styled VGA 86.54 77.98 0.94

Ours 86.13 78.21 0.16
Table 11: Performance comparison of VT-CLIP styled VGA with Ours on CIFAR-100.

A.5 Algorithm overview.

B Results

B.1 Performance evolution

To complement the results in Table 1, Fig. 8 compares the accuracy of different methods at each
evaluation step across all datasets. Our major conclusions are briefed as follows. A) The base
task performance of CLAP4CLIP (ours) is consistently higher than other methods including the
state-of-the-art PROOF [39]. This suggests that our probabilistic finetuning framework is effective
for general downstream tasks in a non-incremental setting. B) For the CL settings in Table 1 where
either of the CLAP4CLIP variants achieve the best performances, their performance curves also
consistently retain superior results across all evaluation steps. This validates the effectiveness of our
method at tackling forgetting. C) Similar to [39], we notice that CLAP4CLIP achieves a significant
performance improvement over vision-only methods (L2P and DualPrompt). This indicates the merits
of considering text and visual cues together for continual learning.
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Algorithm 1: A forward CLAP4CLIP pass at test step t

Input :{ti}ti=1: text features, f(x): image features
Output : ŷ1:t (predictions for classes seen till task t)

1 {t̂i}ti=1← VGA({ti}ti=1, f(x)) // Eq. (5a)
2 for i← 1; i ≤ t; i += 1 do
3 t̃i = t̂i + ti // Eq. (5b)
4 N

(
µi, σi

)
← qiϕ(t̃

i
c) // Sec. 3.2.3

5 ŷi ← ∅ // Null prediction set
6 for m← 1; m ≤M ; m += 1 do
7 zim ∼ N

(
µi, σi

)
// Sampling

8 t̃im ← t̃i + zim // Fusion
9 ŷim ← ⟨f(x)T , t̃im⟩ // Using Eq. (3b)

10 ŷi ← ŷi ∪ ŷim // Set Union

11 ŷ1:t ← [ŷ1, ..., ŷt] // Concatenation

Method CIFAR100 ImageNet100 ImageNet-R CUB VTAB

Continual-CLIP [14] 1.416 2.175 1.98 2.087 0.614
+Ours 1.39 2.19 1.86 2.06 0.443

CoOp [12] 1.57 2.47 1.95 1.99 0.54
+Ours 1.533 2.074 2.011 1.885 0.516

MaPLe [20] 1.3 2.052 2.16 1.803 0.49
+Ours 1.36 1.956 1.84 1.62 0.407

AttriCLIP [19] 1.781 2.54 2.37 2.419 0.996
+Ours 1.677 2.019 2.388 2.410 0.98

Table 12: Standard deviation (std. dev.) scores comparison for Avg. accuracy scores of Table 1
between our variants and their corresponding baseline prompt-based finetuning methods over three
runs. In general, our std. dev. scores are comparable to or lower than the corresponding baseline
methods and are thus statistically significant.

Method CIFAR100 ImageNet100 ImageNet-R CUB VTAB

Continual-CLIP [14] -0.086 -0.091 -0.066 -0.124 -0.041
+Ours -0.106 -0.117 -0.107 -0.117 0.012

CoOp [12] -0.257 -0.338 -0.12 -0.162 -0.007
+Ours -0.129 -0.139 -0.112 -0.106 0.011

MaPLe [20] -0.209 -0.352 -0.1 -0.145 0.037
+Ours -0.105 -0.112 -0.093 -0.102 0.005

AttriCLIP [19] -0.128 -0.152 -0.082 -0.151 -0.099
+Ours -0.143 -0.1 -0.092 -0.037 0.041

Table 13: Backward Transfer (BwT) scores ↑ comparison between our variants and their corre-
sponding baseline prompt-based finetuning methods averaged over three runs. Best scores across
each pair is highlighted in bold.

Method CIFAR100 ImageNet100 ImageNet-R CUB VTAB

Continual-CLIP [14] 65.34 53.13 61.67 59.55 65.13
+Ours 65.47 53.07 64.05 58.11 66.91

CoOp [12] 64.09 52.6 60.93 62.11 69.38
+Ours 66.2 55.09 63.44 58.6 74.1

MaPLe [20] 68.22 57.04 66.56 61.6 71.51
+Ours 76.17 62.33 70.03 67.8 78.29

AttriCLIP [19] 61.45 50.4 56.41 57.04 61.59
+Ours 61.87 50.56 58.03 57.95 64.3

Table 14: Transfer scores [84] ↑ comparison between our variants and their corresponding baseline
prompt-based finetuning methods averaged over three runs. Best scores across each pair is highlighted
in bold.
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Figure 8: Performance evolution of different methods. The top-1 accuracy (%) is reported upon
learning of each task.

Method CIFAR100 ImageNet100 ImageNet-R CUB VTAB

Continual-CLIP [14] 0.288 0.238 0.206 0.208 0.186
+Ours 0.216 0.207 0.201 0.203 0.165

CoOp [12] 0.245 0.3 0.191 0.21 0.191
+Ours 0.224 0.217 0.207 0.204 0.136

MaPLe [20] 0.168 0.243 0.149 0.195 0.195
+Ours 0.214 0.208 0.146 0.184 0.159

AttriCLIP [19] 0.256 0.256 0.205 0.209 0.191
+Ours 0.304 0.205 0.19 0.198 0.304

Table 15: Expected Calibration Error (ECE) scores ↓ (computed over 15 bins) comparison between
our variants and their corresponding baseline prompt-based finetuning methods averaged over three
runs. Best scores across each pair is highlighted in bold.
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B.2 Results for replay-free CL setup

Method CIFAR100 ImageNet100 ImageNet-R CUB200 VTAB
Avg ↑ Last ↑ Avg ↑ Last ↑ Avg ↑ Last ↑ Avg ↑ Last ↑ Avg ↑ Last ↑

CODA-P 74.66 63.7 79.8 72.66 76.44 72.19 74.32 70.15 70.59 66.12
AttriCLIP [19] 71.35 61.4 80.55 73.08 79.57 76.1 73.89 72.36 71.25 66.02

CoOp + Ours 74.19 63.45 81.07 72.0 81.22 75.8 82.59 74.98 82.11 80.11
AttriCLIP + Ours 76.94 69.39 84.1 75.83 85.2 78.57 77.2 73.58 72.98 68.5

AttriCLIP + Ours (w/o adapter init) 71.87 60.35 75.9 69.41 77.1 70.53 69.82 65.95 65.48 61.35
AttriCLIP + Ours (w/o distribution reg.) 64.2 53.01 64.03 52.55 62.81 53.19 58.52 51.0 58.22 56.14

Table 16: Performance comparison without memory replay (avg. over 3 runs). For a thorough
analysis, the last two rows ablate our proposed pretrained CLIP’s language-aware anti-forgetting
components (Sec. 3.3, main paper): distribution regularization and adapter weight initialization. Best
results are in bold.

B.3 Results for computationally-budgeted CL setup

For our computationally-budgeted CL setup, we follow [23] where on each incremental training task,
we allocate the number of training iterations equivalent to 1 epoch on the first (base) task of each
dataset. Here, our variant utilizing instance-conditioned prompts of AttriCLIP outperforms other
compared methods. A further ablation shows that our proposed weight distribution regularization
technique indeed remains a crucial component at tackling forgetting on the budgeted setup (see the
two bottom-most rows in Table 17).

Method CIFAR100 ImageNet100
Avg ↑ Last ↑ Avg ↑ Last ↑

CODA-P 52.13 49.5 52.99 48.03
AttriCLIP [19] 58.61 52.1 60.54 57.4
PROOF 55.29 50.3 56.8 54.37

AttriCLIP + Ours 61.7 55.89 62.91 60.2

AttriCLIP + Ours (w/o init.) 61.33 54.95 62.14 59.86
AttriCLIP + Ours (w/o reg.) 58.95 52.6 60.04 57.93

Table 17: Results for computationally budgeted CL setup [23]: we follow the "Normal" budget
setup from [23] where each incremental task is allocated training iterations equivalent of 1 epoch on
the first task of each dataset. Scores reported are averages over three runs. Best results are in bold.

C Ablation studies

C.1 Sensitivity to the number of Monte Carlo (MC) samples.

1 5 10 15 20 25 30 50
# of MC samples (M)

73

74

75

76

77

78

La
st

 A
cc

ur
ac

y

0.166

0.167

0.168

0.169

0.170

0.171
Ru

n 
tim

e 
(s

ec
on

ds
)

Accuracy
Runtime

Figure 9: Accuracy-runtime
trade-off with number of MC
samples M .

We vary the number of MC samples M from 1 to 50. In Fig. 9, the
accuracy is poorer in range [1, 10], grows in range [10, 20], and
saturates thereafter. Hence, we set M to 20 for all our experiments.

C.2 Effect of forgetting on individual task adapters.

We ablate the task head predictions over the test set of each task
on CIFAR100 (see App. C.2 for more details). Fig. 10a reports
the accuracy of test set samples corresponding to the task encoder heads at the end of incremental
training on the last task. Here, the first row is to be interpreted as follows: 77% of test samples
belonging to test set of the first task (test set ID 1) were correctly allocated to task head 1, 1.4% of
test samples belonging to test set of the first task (test set ID 1) were incorrectly allocated to task head
2, and so on. Visualizing the task head selection results for the last task evaluation helps us uncover
the amount of forgetting among the individual task heads at the end of the incremental training.

Fig. 10b compares the evolution of the task head selection accuracy across the incremental test steps.
Here, at the first test step, we have only one task head and thus the task head selection accuracy is
100%. At the second test step, we have the test samples from two seen tasks as well as two available
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task heads. Out of all test samples of task 1, the reported 94.5% were correctly classified into the task
head 1 while the rest 5.5% were incorrectly classified into the task head 2. Similarly, for test samples
belonging to task 2, 3.1% were incorrectly classified into the task head 1 while the reported 96.9%
were correctly classified into the task head 2, and so on. Hence, by studying the task head selection
per incremental step, we can investigate the trend of forgetting among the individual task heads.
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Figure 10: Task head selection accuracies reported on CIFAR-100 upon: (a) evaluation on the last
step, (b) evaluation on each incremental step.

C.3 Effect of inference module architecture.

To further investigate the effects of inference modules on performances, we vary the number of layers
for the VGA module (sec. 3.2.2) and for the task-specific encoders (sec. 3.2.3). Fig. 11a reports the
results of varying the number of Transformer Decoder layers [48] in the VGA module. As the number
of layers grow, the average accuracy (Avg) increases while the last task accuracy (Last) decreases.
This indicates that while a larger number of layers in the VGA module lead to an increase in the
initial tasks’ performances, these are amenable to larger forgetting on latter incremental steps.

In Fig. 11b, we report the performances for varying number of MLP layers in the mean and the
standard deviation heads of the task distribution encoders. Unlike the VGA module, here we observe
a consistent trend of decreasing last and average task accuracy with the increase in the number of
layers. This clearly indicates the superiority of using a single-layered task distribution encoder.
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Figure 11: Ablation studies on CIFAR100 showing: (a) the variation of accuracy with the number
of Transformer decoder layers in the VGA module, (b) the variation of accuracy with the number of
linear layers in the task-specific mean and standard deviation encoders.

C.4 Effect of prior type.

To study the role of a more informed prior in our VI framework, we study three choices of priors
to be used in the prior-matching term of eq. (10): (a) the static (standard normal) prior, (b) the
language-aware prior using the distribution obtained from the task encoders using the hand-crafted
prompts’ features {th,ly }Ll=1 (sec 3.3), (c) the data-driven prior using a randomly chosen subset of a
training minibatch as the context set to condition the prior on (see App. G for more details). App.
Table 18 shows that while (b) and (c) slightly improve over (a) in terms of accuracies and forgetting,
these come at the cost of poorer model calibration and longer runtime per iteration.
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Prior type Last ↑ Avg ↑ BwT ↑ ECE ↓ Runtime
per iter. ↓

Static 78.21 86.13 -0.141 0.204 0.169
Data-driven 78.32 86.15 -0.115 0.216 0.172

Language-aware 78.38 86.22 -0.112 0.214 0.17
Table 18: Performances of different priors averaged over 3 runs on CIFAR100.

C.5 Inference time for different finetuning methods.

Table 19 investigates the inference time per iteration for different methods. Among the compared
prompt-based methods, the inference time for AttriCLIP [19] is notably the highest. This is because
it relies on selecting test instance-conditioned prompt tokens from a pool of prompt tokens. The
instance-specific prompts are fed to the text encoder which further outputs an equivalent number of
instance-specific text features to be used in the derivation of logits through eq. 1. These operations
increase the inference time of AttriCLIP beyond our proposed variants of CLAP4CLIP with hand-
crafted prompts (Ours), class-conditioned prompts (CoOp + Ours), and multi-modal prompts (MaPLe
+ Ours) where the latter three outperform AttriCLIP significantly across all our settings.

Method Inference time (s)
Continual-CLIP [14] 0.017

CoOp [12] 0.018
MaPLe [20] 0.035

AttriCLIP [19] 0.257
CLIP-Adapter [13] 0.019

Ours 0.163
CoOp + Ours 0.182

MaPLe + Ours 0.064
AttriCLIP + Ours 0.299

Table 19: Average inference time for different finetuning methods on CIFAR100.

C.6 Influence of language-aware knowledge components on training dynamics.

Continuing our ablations from sec. 4.2, here we visualize the effects of using language-aware
pre-trained knowledge, i.e., weight initialization and task distribution regularization on the training
dynamics of our model. For thorough analyses, we consider four variants of our model: (a) Ours uses
both weight initialization and task distribution regularization, (b) Ours without weight initialization,
(c) Ours without task distribution regularization, and (d) Ours without either of the language-aware
components.

Does language-aware weight initialization help alleviate stability gap [57]? To answer this, we
first investigate the evolution of the training loss during the initial training stages of each incremental
task. Fig. 14 shows the loss L (Sec. 3.4) during the initial 100 training iterations of each task.
We observe that our proposed weight initialization technique leads to lower training losses for the
scenarios with or without task distribution regularization, i.e., in general, red values < green values
and blue values < orange values. Following [58], our observations support the hypothesis that
larger loss values lead to the stability gap [57] for CL, and that an informed weight initialization
method can help tackle it by reducing the initial training loss.

To further verify the benefit of our proposed weight initialization strategy for reducing the stability
gap, we ablate the accuracy evolution of the first task test samples during the early training stages
of each task. Figures 12b and 12a contrast these for CIFAR100. In general, our proposed weight
initialization strategy helps mitigate the drop in accuracy during the initial training phases. On average,
the first task accuracy upon the first iteration of training across all tasks remains 78.12 without weight
initialization and grows to 79.5 with weight initialization, i.e., a gain of 1.38 percentage points.

How does language-aware knowledge help learning of task distributions in general? To under-
stand the effect of language-aware knowledge on task distribution learning, we next investigate the
evolution of the means and standard deviations learned by the past and the new task heads throughout
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Figure 12: Effect of weight initialization on stability gap: Test accuracy with and without weight
initializations on the first task for the initial 100 iterations of incremental training on all ten tasks of
CIFAR100. The green lines are the means over three different runs, the orange shades denote ±1
standard error of the mean. The labels to the vertical bars denote the accuracy values for the first
iteration of training on each task.

the training iterations. To this end, Fig. 15 and Fig. 16 report the training iterations against the L2
norm of means and standard deviations for the past task heads (at each incremental training step) and
the new task heads (at each training step). We observe two consistent trends regarding the evolution
of distributions of the past and the new task heads. First, the proposed initialization of weights
helps stabilize the learning of the means and standard deviations with (red against green) or without
(blue against orange) regularizing the task distributions. Second, regularizing the task distributions
increases the L2 norms of the learned mean and the standard deviation as these now have to encode
more information to mimic the distributions of the hand-crafted text features.
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Figure 13: Performance comparisons for post-hoc novel data detection averaged over 3 runs on
CIFAR100: FPR95 (left), AUROC (middle), and AUPR (right). The evaluations are carried over all
but the last incremental test step.

D Out-of-the-box utilities of probabilistic finetuning

D.1 Post-hoc novel data detection

Our post-hoc novel data detection (PhNDD) setting aims to evaluate the continual learning methods
at identifying novel data on the fly. To do so, we design an evaluation setup that uses no additional
data resource other than that provided by the dataset-specific CL setting. Starting from the first test
step, we treat the test data of the future tasks as novel while those of the seen tasks (including the
most recently trained one) as seen. Since the last test step of a CL dataset has no future tasks, we
exclude this step for our PhNDD evaluation, i.e., we carry our PhNDD evaluation of CL models
starting from the first until the penultimate test step.

Following other standard practices [75, 72], we use the Energy scores [75] of the outputs for each
test sample as a measure of the model’s confidence score. The samples assigned with a confidence
score below the pre-defined confidence threshold are classified as novel. By assuming the seen data
as the positive class and the novel data as the negative class, we can obtain a series of true positives
rate (TPR) and false positive rate (FPR) by varying the confidence thresholds. One of our PhNDD
evaluation metrics – the FPR95 then measures the FPR when the TPR is 0.95. As such, a lower
FPR95 score indicates better PhNDD performance. Our other two PhNDD performance metrics
include the the area under receiver operating characteristic curve (AUROC [73]) calculated based on
FPR and TPR, and the precision-recall curve (AUPR [74]). Higher values of AUROC and AUPR
indicate better PhNDD performance.
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Table 4 reports the PhNDD metrics averaged over all the evaluated steps. Here, in Fig. 13, we
show the evolution of these metrics with each evaluation starting from the first test step until the
penultimate test step of CIFAR100. We observe that the zero-shot Continual-CLIP [14] has the
poorest PhNDD performances (highest FPR95, and least AUROC and AUPR scores) across all steps
given that it has not been finetuned on the downstream CL tasks. Among the finetuned methods, the
CoOp [12] exhibits the poorest performances across all tasks. Among the variants of our method,
combining CoOp with ours (CoOp + Ours) achieves the best PhNDD performances across all tasks.
Furthermore, the deterministic versions: Ours w/o VI and CoOp + Ours (w/o VI) remain sub-optimal
to their respective probabilistic variants, i.e., Ours and CoOp + Ours. The latter results validate the
added perks of our probabilistic modeling framework for post-hoc novel data detection.

D.2 Exemplar selection results

Method Avg Last

CoOp 76.71 64.1
Clip-Adapter 78.78 68.49
Ours w/o VI 84.44 76.55

Ours 85.18 77.92

Table 20: Entropy-based exemplar selection results for different methods on CIFAR100.

E Limitations and further research directions

Few potential directions of research for CLAP4CLIP include the design of: (a) parameter-efficient
adapters [85] for very large CL settings; (b) better regularization techniques to alleviate forgetting;
and (c) more informed [86] yet computationally efficient priors for inference. Similarly, along the
direction of alleviating forgetting and mitigating the stability gap [57, 58], it would be interesting
to see how class-specific prompts generated by pre-trained Large Language Models (LLMs) can be
exploited to obtain task-relevant language-aware CLIP knowledge while preserving the zero-shot
transfer ability of the learned prompts (see App. Table 21 for a preliminary investigation). Lastly, we
consider applying CLAP4CLIP to more sophisticated Vision-Language tasks [87] as another possible
direction for research. We elaborate further on each of these directions below.

Parameter overhead. For each incoming task, CLAP4CLIP initializes a new head consisting
of d × d parameters where d is the output dimension of the CLIP model’s encoder. For a very
large number of real-world CL tasks, the number of finetunable parameters for CLAP4CLIP may
thus become comparable to or larger than that of the pre-trained CLIP model’s ≈ 150 million
parameters. For example, using a VIT-B/16 encoder with d = 512 brings an overhead of ≈ 525, 000
new parameters with each incoming task. After having seen ≈ 300 new tasks, the number of
CLAP parameters to be finetuned thus amount to ≈ 158 million, which is larger than the frozen
CLIP itself, and thus defeats the purpose of finetuning at the first place. One solid future direction
to use CLAP4CLIP for very large real-world CL settings could thus be introducing more strict
parameter-efficiency measures [88, 89] and/or learning probabilistic adapters with low-rank weights
[85].

Design choices. Other future directions for improving CLAP4CLIP could include the use of better
regularization techniques to further prevent forgetting (see Table 13 for the current forgetting in
CLAP), and the search for more informed yet computationally efficient priors (see Table 18 for the
computational overhead attached with more informed priors).

LLM-generated class descriptions as language-aware knowledge. In Sec. 3.3, we proposed
using the text features from hand-crafted prompts as language-aware CLIP knowledge to help alleviate
forgetting. However, hand-crafted prompts require manual labelling of data which is not always
practical. Hence, several recent works [90, 91, 92] have opted to mining Large Language Models
(LLMs) for efficiently obtaining the class-specific descriptions. To study the feasibility of alleviating
forgetting using such LLM-generated class descriptions, we leverage the diverse prompts from
CuPL [91] obtained using the GPT-3 [93] model. Our preliminary investigation suggests that the
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hand-crafted prompts have an upper hand over GPT-3 based prompts for CLAP4CLIP performance
(see Table 21). This could be because of the broad range of knowledge encoded in the GPT-generated
prompts – which at times are irrelevant for the test images.

Prompt
type Last ↑ Avg ↑ BwT ↑ ECE ↓ Runtime

per iter. ↓

Hand-crafted 78.21 86.13 -0.141 0.204 0.169
GPT-3 77.76 85.7 -0.099 0.219 0.151

Table 21: Performance comparison on CIFAR100 using hand-crafted vs. LLM-generated prompts
for encoding language-aware CLIP knowledge. The results reported are averages over 3 runs. Best
results across the metrics are highlighted in bold.

Based on the above finding, we suggest leveraging task-relevant LLM-generated descriptions as
language-aware knowledge to be another promising future research direction. It is worth noting that
a number of existing methods that rely on LLM-generated prompts are limited in their transferable
knowledge across unseen classes and datasets [90, 91] (e.g., any new class at test-time would require
mining the LLM descriptions in advance). On the contrary, our proposed weight initialization and
task distribution regularization strategies provide a natural framework for LLM-generated prompts to
be used alongside arbitrary learnable prompts (e.g. replacing th,ly in eq. (7)). This compliments the
idea of LLM-based text-only supervision frameworks [92] that seek to enrich zero-shot transfer of
prompts to new classes by extracting rich contextual information from LLM data.3

Compatibility with Vision-Language datasets The tasks we have covered so far in the paper are
based solely on Vision datasets. To further demonstrate that our method is compatible with more
sophisticated vision-language datasets, we here consider using a toy Visual Question Answering
(VQAv2) task from the CLiMB dataset [87]. The CLiMB dataset hosts a number of tasks/settings to
evaluate multi-modal and low-shot transfer abilities of CL algorithms. However, given the intricacies
of these tasks (visual question answering, reasoning, etc.), we leave a full in-depth engagement with
CLiMB [87] as a separate future direction for research.4

To show the aptness of our method for the dataset’s tasks, we carry out preliminary experiments
on the single-task learning setting [94] of the VQAv2 subset of CLiMB. Following [94], we rely
on the BART model [95] for text generation here. Table 22 shows that our method surpasses the
Continual-CLIP by 9.29 percentage points on the VQAv2 task, thus showing that ours enhances the
zero-shot generalization capability of CLIP.

Model VQAv2 task score

Continual-CLIP 57.42
Ours 66.71

Table 22: Single-task learning performance on the VQAv2 subset of the CLiMB dataset.

E.1 Broader Impact

Recent years have witnessed the immense popularity of sequential generative models like Stable
Diffusion [10] with applications in multimodal content generation as well as scientific research
through fast and highly detailed sampling. The CLIP text encoder is widely employed by such
generative models for learning personalized concepts conditioned on text prompts [96, 97]. By
effective continual finetuning of the text encoder’s features, our method can thus aid in customizing
such models in a sequential manner using multiple, fine-grained concepts [98, 26].

3Given that new classes might emerge at test time for which we do not have the LLM-generated descriptions,
it is important that the learned prompts preserve their zero-shot generalization ability.

4The CLiMB dataset [87] was introduced as an independent CL benchmark with a number of tasks (Visual
Question Answering/Reasoning/Entailment) and training settings including low-shot and unimodal learning.
Existing works [94] that study CLiMB thus rely solely on it and not on additional datasets for evaluations.
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F Derivation of ELBO for the static prior.

We seek to maximize the likelihood p(y1:T ) for all observed labels y1:T . To derive the predictions, our
framework uses the visual-aligned text features t̃1:Tc and the image inputs x (see eq. (1)). Our evidence
is thus p(y1:T |x; t̃1:Tc ) for which we derive the lower bound (ELBO). In the following, we denote the
prior network as pθ(zt) for which the true posterior is pθ(zt|x; t̃tc). We approximate the true posterior
using the variational posterior qϕ(zt|x; t̃tc). Our derivation ends up with the reconstruction term
pθ(y

t|zt,x; t̃tc) that can be seen as a deterministic function converting a given latent vector zt and an
input image x into an observation yt. For our CLIP-based variational framework, this deterministic
function is the cosine similarity operation followed by the softmax application (Eq. (3b)).

log pθ(y
1:T |x; t̃1:Tc ) (Log-likelihood of evidence)

= log pθ(y
1:T |x; t̃1:Tc )
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∫
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G Data-driven prior

The choice of prior is pivotal to a Bayesian inference workflow like ours [99]. While a standard
Gaussian prior pχ = N (0, I) adapts well to a range of settings, it is (seemingly) uninformative
regarding the nature of a given task [100]. With the end goal of deriving more informative priors, we
thus seek to replace pχ with task data-dependent prior distributions pt, wherever applicable.

To this end, we first note that the outputs of the VGA module remain invariant not only to the order
of the input text features (due to self-attention) but also to the order of the contextual image features
(due to cross-attention). The latter invariance implies that the joint task-specific distribution learned
by the encoder qtϕ (conditioned on the VGA outputs t̂tc from eq. 5a) is preserved if we were to
permute the elements of the task-specific visual context set. More formally, this observation helps
guarantee the (finite) exchangeability and the consistency properties of a stochastic process [101].

Motivated by the above, we treat the t−th task image features xt as the target set T t and employ a
randomly chosen subset of it as our context set Ct to align the t−th task text features and to condition
our prior pt on:

t̂tc = VGA
(
Q = ttc,K = V = Ct

)
,

pt = qtϕ(t̃
t
c) =

(
µt(t̃tc), σ

t(t̃tc)
) (12)

where t̃t is the fused task-specific text feature following eq. (5b). The task-specific prior pt

thus endows our training framework with a resemblance to the neural process (NP) architectures
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[102, 103, 8]. Following NPs, we use the same encoder qtϕ to parameterize the conditional prior and
the variational posterior. This results in the following approximate ELBO (see App. F for the ELBO
derivation):

log p(y1:T |x, C1:T ) ≥
T∑

t=1

[
Eqϕ(zt|x)

[
log p(yt|zt,xt

T , Ct)
]

− DKL
(
qϕ(z

t|T t)∥qϕ(zt|Ct)
)] (13)

where in practice, the entire set of t−th images in a training minibatch form the target set T t and
a randomly chosen subset of the targets make up the context Ct [104]. Note that unlike NPs, our
framework does not entirely rely on data-driven priors. Namely, while training on a CL task t, the
past-task encoders are frozen and we have ample t−th task data points to condition the prior on. We
thus resort to optimizing the ELBO (13) during training. On the other hand, during finetuning, we
have limited task-specific data points to condition our context on. As such, we empirically found that
switching to the static prior yields better results and thus resort to optimizing the ELBO (10) during
finetuning.

G.1 Effect of the context size on data-driven prior.

Table 18 in the main paper compares the results of using a data-driven prior against the uniform
normal prior and the language-aware prior (see Sec. 3.3), where the latter is driven from the pre-
trained text encoder using hand-crafted prompts. We observe that data-driven prior leads to minor
accuracy improvements over the standard normal prior but falls narrowly behind the language-aware
prior. Here, we study the influence of the batch size of the context set selected at random to derive
our prior from.

Table 23 shows the last task accuracy with varying context sizes and a fixed target batch size of 64.
We find that a smaller context set size hurts the performance of the model to the extent of falling
behind the standard normal prior. Given that the context sets are the sampled subsets of the training
(target) minibatches, a much smaller context set can lead to the increase in the prior matching loss
values. We find that the context set batch size of 40 performs the best, and thus use this to ablate the
prior-dependent performances in the main paper.

4 8 16 32 40 50
Static
prior

Accuracy 76.1 76.99 77.41 78.03 78.32 77.35 78.21
Table 23: Influence of the context set size used to derive the data-driven prior on CIFAR100.

G.2 Derivation of ELBO for the data-driven prior.

Similar to App. F, we start with the log-likelihood of the evidence which now involves conditioning
on an additional context set C1:T . The t−th task context set is used to condition our prior network
pθ(z

t|Ct). Following the standard practices of other data-driven prior frameworks [102, 8], we
introduce parameter-sharing between our conditional prior and variational posterior networks. This
allows us to replace our prior network with the variational posterior network qϕ(z

t|T t), where T is
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the target set for task t.

log pθ(Y
1:T
T |x1:T

T , C1:T
) (Log-likelihood of evidence)

= log pθ(Y
1:T
T |x1:T

T , C1:T
)

∫
qϕ(z

1:T |x1:T
T , C1:T

)dz
1:T (

∵
∫

qϕ(z
1:T |x1:T

T , C1:T
)dz

1:T
= 1

)
=

∫
qϕ(z

1:T |x1:T
T , C1:T

)
(
log pθ(Y

1:T
T |x1:T

T , C1:T
)
)
dz

1:T
(Bring evidence into integral)

= E
qϕ(z1:T |T 1:T )

[log pθ(Y
1:T
T |x1:T

T , C1:T
)] (By definition)

=
T∑

t=1

[
Eqϕ(zt|T t)[log pθ(Y

t
T |xt

T , Ct
)]

]
(Rewrite using sum)

=
T∑

t=1

[
Eqϕ(zt|T t)

[
log

pθ(Y
t
T , zt|xt

T , Ct)

pθ(z
t|xt

T , Y t
T , Ct)

]]
(Re-introduce z

t by Chain rule of probability)

=
T∑

t=1

[
Eqϕ(zt|T t)

[
log

pθ(Y
t
T |zt,xt

T , Ct) pθ(z
t|Ct)

pθ(z
t|T t)

]]
(By Chain rule of probability; C ⊂ T )

=
T∑

t=1

[
Eqϕ(zt|T t)

[
log

pθ(Y
t
T |zt,xt

T , Ct) pθ(z
t|Ct) qϕ(zt|T t)

pθ(z
t|T t) qϕ(zt|T t)

]]
(Equivalent fraction)

=
T∑

t=1

[
Eqϕ(zt|T t)

[
log pθ(Y

t
T |zt,xt

T , Ct
)
]

+ Eqϕ(zt|T t)

[
log

pθ(z
t|Ct)

qϕ(zt|T t)

]
+ Eqϕ(zt|T t)

[
log

qϕ(zt|T t)

pθ(z
t|T t)

]]
(Split the expectation)

=

T∑
t=1

[
Eqϕ(zt|T t)

[
log pθ(Y

t
T |zt,xt

T , Ct
)
]

− DKL
(
qϕ(z

t|T t
)∥pθ(z

t|Ct
)
)
+ DKL

(
qϕ(z

t|T t
)∥pθ(z

t|T t
)
)]

(By definition of KL divergence)

≥
T∑

t=1

[
Eqϕ(zt|T t)

[
log pθ(Y

t
T |zt,xt

T , Ct
)
]
− DKL

(
qϕ(z

t|T t
)∥pθ(z

t|Ct
)
)]

(∵ KL divergence ≥ 0)
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Figure 14: Evolution of the loss value L during the first 100 training iterations of each task on
CIFAR100. Training with our proposed weight initialization strategy consistently leads to lower
training losses thus bridging the stability gap [57] in CL.
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Figure 15: Evolution of mean and standard deviation of past task encoders with training iterations.
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Figure 16: Evolution of mean and standard deviation of task encoders (recorded at the step where
they were first introduced) with training iterations.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: To support the claims, we provide in-depth experimental results on four
different (with replay memory, cross-datasets, and resource-constrained) CL setups.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We detail the limitations of our work in App. E. This includes parameter
overhead and design choices.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We detail the derivation of Evidence Lower Bound for our proposed model in
App. F.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have made our code public in addition to providing details on hyperparam-
eter choices and tuning.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We use publicly available datasets and have also released our code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We detail these in App. A.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report the standard deviation scores for our main results in Table 12.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We leave these details in App. A.2.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have followed all the listed NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss these in App. E.1.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: To the best of our knowledge, the pretrained CLIP model does not have any
such associated high risk.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have provided citations wherever necessary.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not release any new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We do not rely on crowdsourcing experiments.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not use human subjects for research in this work.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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