Going beyond Compositions, DDPMs Can Produce Zero-Shot Interpolations

Justin Deschenaux ! Igor Krawczuk “? Grigorios G. Chrysos>? Volkan Cevher >

Abstract

Denoising Diffusion Probabilistic Models
(DDPMs) exhibit remarkable capabilities in
image generation, with studies suggesting that
they can generalize by composing latent factors
learned from the training data. In this work, we
go further and study DDPMs trained on strictly
separate subsets of the data distribution with large
gaps on the support of the latent factors. We show
that such a model can effectively generate images
in the unexplored, intermediate regions of the
distribution. For instance, when trained on clearly
smiling and non-smiling faces, we demonstrate a
sampling procedure which can generate slightly
smiling faces without reference images (zero-shot
interpolation). We replicate these findings for
other attributes as well as other datasets. |Our
code is available on GitHubl

1. Introduction

In recent years Diffusion models (DM) (Sohl-Dickstein
et al.,2015; Ho et al.,[2020; |Song et al., 2021)) have emerged
as highly successful generative methods for content synthe-
sis (Nichol & Dhariwal, 2021; [Rombach et al., 2022 [Du
et al., 2020). As observed by |Okawa et al.|(2023)) and oth-
ers, DMs are capable of leveraging compositionality, an
important concept in psychology (Frege & Gabriel, |1980),
philosophy (Pelletier} |1994)) and linguistics (Williams},|1983))
which refers to the human capability to combine attributes
into novel configurations. For instance, after observing
smiling people with both long hair and frowning people
with short hair, humans can imagine smiling short-haired
individuals. Furthermore, humans are able to interpolate
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Figure 1: Assume that the characteristic of real samples is
influenced by some latent variables z; (e.g. color and shape).
If the support of the latent space is a cartesian product of the
individual latent variables (e.g. pairs (color, shape) typically
finite and discrete), we say that the samples depend on com-
binations of the individual latent variables. Conversely,
if the latent variables z; are defined on a closed interval (e.g.
z; € [0,1]), such that any value of z; induces a meaningful
sample (e.g. any color in between green and pink), then
we say that there exists an interpolation between extreme
samples, where the extreme examples are samples whose
latent are close to the extrema of their support (e.g. pure
pink or pure green colors).

attributes as well, e.g. they will be able to imagine short-
haired individuals with mild smiles or neutral expressions
as well. Crucially, interpolating implicitly assumes there
exists a latent factor governing a set of attributes, inducing a
natural ranking of samples according to the factor of interest.
In the sequel, we will refer to attributes as the expressions
corresponding to a latent variable which induces a ranking.
Remarkably, we observe that diffusion models are capa-
ble of interpolation without being trained on instances
with intermediate expressions of the latent factor. In the
example, a generative model capable of interpolation would
not be exposed to neutral individuals or mild smiles and
frowns, yet could generate samples exhibiting these facial
expressions.

Interpolation abilities are crucial to address questions related
to fairness and bias mitigation in machine learning through
generative models (Sattigeri et al., 2019; Rajabi & Garibay,
20215 Tan et al.,|2021)). Indeed, a model able to interpolate
would allow generating nuanced samples even when the
training dataset contains little diversity. This is especially
important because the data collection process might filter out
instances that do not meet ad-hoc criteria. Such procedure
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would result in unexpectedly non-representative training
sets for specific underrepresented attributes. In addition,
a model with strong interpolation would prove invaluable
in scenarios where specific expressions of the latent factor
of interest can only be sparsely observed. For instance, in
medical imaging, where DMs are being explored as priors
for MRI reconstruction(Giingor et al.l [2023)), certain rare
pathologies may not be sufficiently represented. Thus the
capacity of the model to seamlessly interpolate is crucial for
generating (and accurately reconstructing) diverse data.

While the ability to compose fixed attributes was identi-
fied in diffusion models in controllecﬂ settings (Okawa
et all [2023), this work presents, for the first time, a
clear demonstration that Denoising Diffusion Probabilistic
Models (DDPM) can reliably interpolate between training
classes, going far beyond the support of the training data, as
we illustrate in Figure|[T]

In particular, we demonstrate zero-shot interpolation of
DDPMs, wherein all models are exclusively trained on data
clearly excluding intermediate values of the latent factor.
We now present our main contributions. For reasons of
space, we defer certain results to the appendix:

* We demonstrate the interpolation abilities of DDPMs
trained on examples with one factor of interest in
Section[5] We demonstrate this ability on real-world
datasets, filtered to retain examples with clear attributes
only, as depicted in Figure[T] (right). Importantly, the
training samples are highly separated in our experi-
ments.

* We demonstrate that interpolation can happen in low
data regimes in Section[5.2} is robust to hyperparameter
choices in Section[5.3} model architecture, and occurs
with various sampling strategies (Appendix [J)). We fur-
ther explore regularization to improve interpolation
capabilities in Section[5.3]

* We demonstrate that DMs trained on clear attributes
only can perform attribute editing, and generate images
beyond the training distribution (Appendix [N).

* In Appendix M| we demonstrate that decoding interpo-
lated latents generates samples with intermediate ex-
pression of the latent factors, despite being not trained
on such examples.

* Finally, we present interpolation on two attributes in
Section[6l

"Production text-to-image models deployed in applications use
vast amounts of web-scraped training data. Hence, Occam’s razor
might suggest that novelties emerge as compositions of latent
factors from the training data.

Figure 2: Images from CelebA dataset. Left: clearly non-
smiling face. Two center: mild smiles. Right: clearly
smiling.

2. Background

Consider statistical models that approximate a distribution
p(X,y), where X € RP represents high-dimensional sig-
nals such as images, and y € R” encodes conceptual infor-
mation about the image. In recent years, diffusion models
have garnered significant attention in the research commu-
nity for their effectiveness in modeling and generating ap-
proximate samples from p(X, y).

2.1. Diffusion and Energy-Based Models

Introduced in|Sohl-Dickstein et al.| (2015)), diffusion models
(DMs) serve as the foundation of many state-of-the-art text-
to-image models (Ramesh et al.,[2022; Rombach et al.,|2022;
Saharia et al.} 2022). Ho et al.|(2020) introduced Denoising
Diffusion Probabilistic Models (DDPMs), and demonstrated
that diffusion models could match the FID of GANs for
certain datasets.

DDPMs materialize the diffusion process as a hierarchy
of T increasingly noisy samples, mapping the original
distribution to white noise, where sampling is achieved
through variants of the stochastic gradient Langevin dy-
namics algorithm (Welling & Teh, |2011). The noise ad-
dition process is governed by a schedule (ay)l_;, such
that p(x¢|zi—1) ~ N (xt; Vogri_q, (1 — at)I). Because
of the Gaussian transition, one can compute x|z in a
single step, as z; = /a@zg + /1 — aze, where a; =
Hle a;, and € ~ N(0,1). |[Ho et al. (2020) sample from
the data distribution pqa, by approximating the denoising
distribution p(x;_1|z;) with a Gaussian pg(x¢—1|z:) =
N (z¢—_1|pg (x4, t); 041), where o, is computed in terms

of (a)E; and pg(xs,t) = \/% (xt - %eg(a:t,t)),
where ey (x¢,t) estimates the added noise. Ho et al.| (2020)
train €y to minimize Lgmple = Ei 00.¢ [|l€ — € (2, 1)[|?],
where t is picked uniformly at random in 1,...,7, € ~
N(0,1), and g is a data sample. See Appendixfor more
details.

Energy-based models (EBMs) (Ngiam et al.,[2011;|Xie et al.,
2016; |IDu & Mordatch, 2019; 2020; Du et al.| [2021b) pa-
rameterize a distribution py(z) through the non-normalized
Energy function F(-), as pp(z) o< e~ P(*), Notably, the en-
ergy of a product distribution is the sum of energies of each
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component. EBMs and diffusion models share function-
ally equivalent learning objective and sampling method (Liu
et al.| [2023a)). Interestingly, Liu et al|(2023a)) osbserved
that summing the score from multiple pre-trained diffusion
models improves composition ability on CLEVR (Johnson
et al.,[2016).

2.2. Conditional Generation with Classifier Guidance

In the main body of this work, we study conditional genera-
tion using classifier guidance (Song et al., 2021} Dhariwal &
Nichol, 202 1)) as it lets us reuse unconditional models during
our explorations. Since classifier-free guidance (CFG) (Ho
& Salimans| 2022)) typically achieves superior FID (Heusel
et al}|2017) and IS (Salimans et al.,[2016), we study CFG
and present results in Appendix [J} We observe interpola-
tion capabilities with both sampling schemes. Practically,
DDPMs implement classifier guidance by modifying the
mean of the denoising distribution pg(x¢—1|z;) from Sec-
tion 2.1] Formally, the new mean is computed as iy =
po(x4,t) + 07g, where g = AV, 10 o (y|T)]wmpup (2, .0)»
A € R (guidance strength) is such that |A| > 1 and pg(y|x)
is learned with a classifier.

2.3. Compositional Generalization

We build upon the concept of compositional generalization
of [Wiedemer et al.| (2023) to define interpolation in Sec-
tion 4.1} Compositional generalization denotes the ability
to compose attributes in novel ways. Importantly [Wiede{
mer et al.| (2023) introduce the concept of compositional
support:

Definition 2.1 (Wiedemer et al.|(2023)). Let P and @) be
distributions defined on a latent domain Z; X ... X Zx. We
say that P and ) have compositional support when P and
@ have matching marginals’ support. Formally, denoting
as Py the marginalization of P over Z; # Zj, Vi # k,
compositional support between P and () is achieved when

supp P, =supp Qr, Vk=1,... K, (1)

where supp denotes the support of a distribution.

Wiedemer et al.| (2023)) argue that compositional generaliza-
tion (sampling from () when trained on P) is only possible
if the train and test distribution have compositional sup-
port. |(Okawa et al.| (2023) suggest that diffusion models
have compositional generalization abilities. Interpolation,
formally defined in Section is distinct from composition,
since the train and test distributions do not have composi-
tional support. Figure[I|shows visually why interpolation is
conceptually independent and separate from composition.

3. Related Work

Compositionality The concept of compositionality
broadly implies that a whole can be explained by the sum of
its parts, in addition to how components relate to each other.
Compositionality is often attributed to Frege, as developed
by [Pelletier| (1994). Prior work in generative modeling have
explored compositional aspects of the learned distribution
for GANs (Chen et al.l |2016; Shoshan et al.,[2021), VAEs
(Higgins et al., 2017} |Georgopoulos et al., [2020), diffusion
models (Liu et al., 2023a; |Du et al., 2023b)), and EBMs (Du
et al., |2020; |Liu et al.,[2021; [Du et al., [2021a). [Wiedemer
et al.| (2023) formally defined compositional generalization
and proposed sufficient conditions, but specifically excluded
the study of interpolation and extrapolation. Additionally,
compositional generalization has been linked to causality
(Pawlowski et al., 2020; [Besserve et al.l [2021). Finally,
Okawa et al.| (2023) study diffusion models when the train
and test distributions have compositional support, but do not
explore interpolation, the focus of our work (Section .T)).

Text-to-Image Generation In recent years, diffusion
models (Sohl-Dickstein et al., 2015} Song & Ermon, [2019;
Ho et al.,|2020) showcase impressive abilities to sample high
quality compositions based on text prompts (Ramesh et al.,
2022; IRombach et al.| [2022; Saharia et al., [2022)). Other
model classes appear able of composition in this setting as
well, eg.. Parti (Yu et al.} [2022), an autoregressive model,
beats Dall-E 2 (Ramesh et al.,|2022) and Imagen (Saharia
et al., [2022) on FID on MS-COCO (Lin et al., 2015). On
the same dataset, GigaGAN (Kang et al.,|2023) is also com-
petitive with Stable Diffusion (Rombach et al.| 2022). To
be able to cleanly separate interpolation from compositions,
we focus in pure vision models and leave the exploration of
interpolation in text conditioned and multi-modal models to
future work.

Advantages of Diffusion Models Diffusion models en-
joy stable training, relative ease of scaling (Dhariwal &
Nicholl |2021)), and offer likelihood estimates of samples
(Song et al., [2021). |[Kadkhodaie et al.| (2023) show that
models trained on disjoint sets of samples can learn the
same high-dimensional density, suggesting strong inductive
biases. Closest to our work, Zhu et al.| (2023)) found that
DDPMs can perform few-shot non-compositional extrapo-
lation. Our work differs in several key aspects. First, we
focus on zero-shot interpolation, whereas [Zhu et al.[(2023)
focus on few-shot extrapolation. Additionally, we do not
introduce new learnable parameters, while their approach
requires fitting high-dimensional Gaussians.

Diffusion Models and Out-of-Distribution Detection
In discriminative contexts, (Graham et al.| (2023ab)); [Liu
et al.[(2023b) employ diffusion models to identify out-of-
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distribution (OOD) examples. |Du et al.| (2023a) employ
diffusion models to generate a dataset of outliers. This
dataset is used to train a classifier, as training on borderline
outliers enhance OOD detection performance.

Connections between Diffusion Models and Denoising
Score-Matching Concurrently toHo et al.|(2020); Nichol
& Dhariwal|(2021), Song & Ermon| (2019;2020); Song et al.
(2021)) developed analogous formulations related to score
matching (Hyvirinen, 2005} |Vincent, 201 1)). As noted inDu
et al.| (2023b)), the DDPMs training objective is proportional
to the denoising score-matching objective of \Song & Ermon
(2019).

Interpolation in Diffusion Models Previous research has
explored using diffusion models for interpolation and at-
tribute editing. While impressive, those works do not con-
strain the training distribution to measure interpolation ca-
pabilities. Specifically, |Yue et al.| (2024) present results
on attribute editing, leveraging a disentangled representa-
tion learned from the entire CelebA training data. |Kim
et al.| (2022) conduct attribute editing experiments using pre-
trained CLIP models, while Wang & Golland| (2023)) demon-
strate latent space interpolation between pairs of images
using pre-trained latent diffusion (Rombach et al., [2022)
and CLIP models.

4. Methodology

We demonstrate interpolation capabilities of diffusion mod-
els beyond the training distribution. In Section 4.1} we
outline the data generation model, present the problem state-
ment and define interpolation formally. We use a guidance
mechanism inspired by EBMs, presented in Section[4.2} In
Section[4.3] we detail how we extract a subset of examples
with clear attributes, required to study interpolation.

4.1. Problem Statement

Data Generation Model We denote the set of examples
as D = {(x“zz) cx; €ERPs 20,1111 <i < N},
where N denotes the dataset size, x; represent high-
dimensional data such as images, and z; is a vector of la-
tent variables. Let z;(£) denote the ¢-th entry of the vector
z;, for 1 < ¢ < L. Each z;(¢) denotes the strength of a
certain attribute in sample x;. For example, if z; is a pic-
ture of a face, z;(1) could model the strength of the smile,
where z;(1) ~ 0.1 is supposed to be non-smiling while
2 (1) ~ 0.9 means that x; represents a clearly smiling face.
As explained in the paragraph "Practical considerations”,
when the dataset does not contain continuous labels, we
compute attributes using a classifier. Additionally, if the la-
bels are continuous and take values in [a, b], one can obtain
values in [0, 1] via a simple rescaling. We did not observe

any drawback to assuming that z € [0, 1].

Semi-Order on Attributes We assume there exists a rank-
ing between samples based on the latent factor z;(¢). How-
ever, it is often challenging to discern between examples
with latent variables having similar values. For instance,
when z;({) represents the smile attribute, distinguishing
between z;(¢) = 0.45 and z;(¢) = 0.5 visually is challeng-
ing, unlike cases with more noticeable differences, such as
z;(¢) = 0.05 and z;(¢) = 0.45. This notion of minimal
distance for comparison is captured by semi-orders (Luce,
1956; Pirlot & Vincke} [1997). The semi-order <. compares
samples based on the attribute z;(¢), assuming there is a
distance ¢ > 0 between latent variables z;(¢). Formally,
for (x0,20), (x1,21) € D, we say that zo(£) S z1(¢) if
z0(0) < z1(¢) and |zo(€) — z1(£)| > €. Conversely, when
|20(€) — 21 (£)] < €, no meaningful ordering can be estab-
lished between samples based on attribute /.

Mild and Extreme Attributes Let z(¢) € [0, 1] be an
attribute of interest and =, a semi-order on [0, 1]. We de-
fine extreme examples, as samples with latent variables
z(j4) € [0,8] U [1 — 6, 1]. For a small §, extreme examples
are samples that undoubtedly do or do not have a certain
attribute. Conversely, we say that an example has an at-
tribute mildly present, when its associated latent is such
that z(¢) € [0.5— 0, 0.5+ d]. Importantly, we assume that it
is visually possible to tell extreme and mild attributes apart
from each other. Formally, given the semi-order precision
€, we need that 0.5 — 20 < € so that mild and extreme
examples supports are disjoint.

Interpolation without Mild Attributes We say that a
generative model is able to interpolate, if it is trained on
extreme examples only, with a small § such as 0.1 or 0.2, yet
the model can generate examples with mild attributes. Note
that samples can be extreme according to one or multiple
variables. See Figure ] (right sub-figure) for a visualization.
Demonstrating interpolation requires a clear gap between
the training support ([0, §] U [1 — §, 1]) and region of mild
samples ([0.5—0, 0.5+ d]). This requirement stems from the
need to distinguish from the findings of Zhao et al.|(2018)),
who illustrate that many generative models naturally pro-
duce examples slightly different from the training data. In
their experiments featuring a toy dataset with colored dots,
Zhao et al.| (2018)) showcase the ability of the model to
generate images with a few more or fewer dots than those
present in the training set.

Practical Considerations Popular datasets, such as
CelebA (Liu et al.,|2015) use binary labels instead of labels
with a continuous range. This is not surprising considering
the difficulty in ranking all examples with respect to each
other. As such, instead of observing latents z;(j) € [0, 1],
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Figure 3: Diagram of the training and sampling process for mild smiles. The classifier and DDPM are trained on extreme
examples only, i.e. the DDPM is trained on clearly smiling and clearly non-smiling faces. Nonetheless, we demonstrate that
DDPMs can generate faces with mild attributes (middle) with a modified sampling scheme, despite never encountering
those at training. The key for sampling mild attribute is to use the score of the classifier for both classes instead of one as in
regular classifier-guided sampling. Importantly, we do not modify the DDPM training procedure.

we can only access binary variables Z;(j) € {0, 1}, while
the underlying latents are continuous. Despite binary labels,
CelebA contains some diversity in attributes, i.e. it is not
composed of extreme examples only. Hence, to demon-
strate interpolation, we devise a filtering procedure to detect
extreme examples in Section[4.3]

4.2. Multi-Guidance: Sampling using Multiple Scores

In this work we train diffusion models according to the
recipe of |[Nichol & Dhariwal| (2021). That is, we train an
unconditional diffusion model, and a guidance classifier on
noisy samples. At sampling however, we use a different
method, inspired by the connections between EBMs and
diffusion models (Liu et al.,|2023a). We define the product
distribution pry(z), as

1 K M
pn(z) = —p(@) IT 11 prtymla), 2

k=1m=1

where Ay, are classifier-guidance parameters, Z is a nor-
malization constant, p(x) is the unconditional data distribu-
tion from an unconditional diffusion model, py(+|z) are dis-
tributions from guidance classifiers and y,,, are the (discrete)
values that attribute k can take. As described by [Liu et al.
(2021)), sampling from a product distribution can be approx-
imated using the score V log pr1(z), a sum of individual
scores from classifiers and unconditional model. Since we
train DDPMs, we use Zle Z%Zl Mem Vi 10g pi (Ym | 2)
as the guidance score, which generalizes classifier guidance
(Section 2.2) to multiple classifiers. We refer to sampling
with multiple scores as multi-guidance.

4.3. Preparing an Extremal Dataset

Real-world datasets like CelebA, despite their discrete la-
bels, contain some diversity in attributes. For instance,
CelebA includes pictures of clearly smiling, non-smiling,
and subtly smiling instances (Figure ). To demonstrate
interpolation, we first extract extreme examples, in line with
standard practice of dataset filtering of [Lakshminarayanan
et al.|(2017); Fang et al.| (2023)). More details are given in
Appendix Our procedure relies on two steps: Firstly,
we detect the presence of an attribute using either a pre-
trained model or train a model ourselves. Specifically, for
the "Young" attribute, we utilize the FaRL model (Zheng
et al.,[2022)), while training EfficientNet classifiers for other
attributes. Using the attribute-dependent model, we extract
a set S from CelebA training data, where the model is confi-
dent and agrees with original labels. Secondly, we train an
ensemble of 5 models on distinct subsets of .S. We use these
models to filter S, keeping only examples where all models
of the ensemble confidently agree with the labels, resulting
in the set S’. Furthermore, as an additional precaution, we
retain only the k& most extreme samples on each side of [0, 1]
to compose S*, the DDPM training data. In practice, k is
in the range [5000, 60000], depending on the experiments.
For instance, in Section[5.2] we study the impact of & on the
interpolation capabilities.

Leakage and Memorization We believe our method
avoids leakage and present rough estimate of the error prob-
ability of the ensemble in Appendix [D.3] Furthermore, dif-
fusion models can memorize training examples (Somepalli
et al.,[2022; [2023)) and reproduce them at inference. There-
fore, we report the synthetic examples with closest neigh-
bors in the training data using a CLIP model (Radford et al.}
202T) in Appendix [H] Based on these checks, we believe the
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Figure 4: Synthetic samples generated with multi-guidance
using a DDPM trained on extreme images only. According
to the evaluation classifier, the "Smiling" likelihood of the
pictures lie in [0.49, 0.51].

model does not memorize examples that potentially slipped
through the filtering method. Note that we demonstrate
interpolation on synthetic datasets in Section [5.5] where
we can explicitly ensure there are no examples with mild
attributes. In addition to the explicit verification with the
CLIP model, interpolation on synthetic data strongly sup-
ports our hypothesis that our DDPMs do not interpolate
because of leakage or memorization.

5. Interpolation with One Attribute of Interest

In this section, we study the interpolation capabilities of
diffusion models, as defined in Section@ Crucially, we
train on S*, a dataset of extreme examples only. We fo-
cus on 64 x 64 images and a single latent factor of inter-
est. In Section[5.1] we showcase interpolation results using
CelebA’s smile attribute 2015). We reproduce
the results for the "Young" and "Blond_Hair"/"Black_Hair"
attributes in Section[5.4] Finally, in Section[5.5] we demon-
strate interpolation for a synthetic dataset of images. More
details about the hyperparameters and compute costs in Ap-
pendix[C] Although the results in this section use the U-net
architecture from [Nichol & Dhariwall (2021)) with classi-
fier guidance, we still observed interpolation with other
architectures and with classifier-free guidance. Further de-
tails are provided in Appendix J} Additionally, we present
experiments on additional datasets in Appendix [K|and Ap-

pendix [
To estimate a proxy for the latent factor values in real-world

samples, we train EfficientNet classifiers 2021),
following [Okawa et al | (2023)). We refer to those classifiers
as evaluation classifiers. We improve calibration of the clas-
sifiers using temperature scaling and use
the calibrated probability estimates as our proxy, reported
in empirical distribution histograms, such as Figure 3}

Multi-guid. A = 30
Uncond.

Train
Uncond.

Figure 5: Empirical distribution of pictures according to the
evaluation classifier. Left: extreme training examples versus
samples from the unconditional diffusion. Right: Samples
from the unconditional model versus images sampled with
multi-guidance.

5.1. Smile Interpolation on CelebA

We first focus on the "Smiling" attribute on CelebA as it is
relatively balanced, with 48% of samples smiling. Addition-
ally, smiling pictures can intuitively be ranked according to
the smiling strength on a scale. We train a regular DDPM,
and guidance classifier followingNichol & Dhariwal| (2021)
on a subset of CelebA, filtered as detailed in Section 4.3}

When sampling 10k examples with multi-guidance (Agmile =
Anonsmile = 30), we observe a distribution significantly
closer to uniform than samples from the unconditional
model in Figure [5] Refer to Figure @] for mildly smiling
examples (Appendix [G.3]for more). While the distribution
of training examples and unconditional samples is similar,
we see that multi-guidance successfully synthesizes exam-
ples with mild attributes. For evaluation, we compare the
empirical distribution of samples against the uniform distri-
bution. The training distribution has a mean-squared error
(MSE) of 0.56 and Kullback-Leibler divergence (KLD, see
Appendix@for details) of 3.17 (lower is better). The his-
togram of samples from the unconditional model trained
on extreme examples has an MSE of 0.64 and KLD of 3.5.
Nonetheless, the histogram of samples generated with multi-
guidance has an MSE of 0.13 and KLD of 0.61. Recall that
we check for memorization in Appendix [H]

5.2. How Little Data Can We Use?

We investigate the degradation in performance as we re-
duce the dataset size. The initial extreme dataset, detailed
in Section [5.1} contains 60k examples. We create subsets
containing 30k, 10k, and 5k examples by ranking all ex-
treme samples with the evaluation classifier and selecting
the most extreme instances on each side of the interval. For
instance, with a subset of 10k examples, we choose the 5k
examples with the lowest and highest "Smiling" likelihood.
We measure the performance degradation by comparing the
empirical distribution against a uniform one. Specifically,
we report the MSE and KLD in Table[T} See Appendix[G.1]
for histograms. Recall that the training distribution with
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|Strain] | MSE to uniform | | KLD to uniform |
60k 0.130 0.607
30k 0.184 0.835
10k 0.186 0.802
5k 0.279 1.185

Table 1: Ablation on interpolation performance when de-
creasing the training set size (first column). We compute
the MSE and Kullback-Leibler divergence (KLD) between
the empirical histogram on 10k samples and the uniform
distribution. For both MSE and KLD, lower is better.

60k samples achieves an MSE of 0.558 and KLD of 3.161.
While the performance decreases as the data size shrinks,
we observe that DDPMs retain a qualitative ability to in-
terpolate even when trained on 5k examples. Regarding
memorization, it appears that DDPMs trained on 5k exam-
ples memorize extreme examples. In Appendix [H, we show
that the model avoids mere reproduction when trained on
larger training sets.

5.3. Sensitivity to the Guidance Parameters

In this section, we study the sensitivity of multi-guidance
to variations in A. We generate 10k samples for varying A
values within the range [3.5, 10, 30, 50, 75, 100] using the
DDPM trained on 60k examples, as in Section@

Interestingly, even with A = 3.5, multi-guidance can gener-
ate examples with mild attributes. However, we observe that
higher values yield better MSE and KLD against uniform.
Refer to Appendix [G.2]for histograms of the empirical dis-
tributions. Using A = 75 achieves an MSE of 0.065 and
KLD of 0.188, our best results. While the model seem able
to interpolate for all values of A, we found that using the
largest values of A tends to generate images with artifacts
more frequently than smaller values of A. As such, in fur-
ther experiments, we use A = 30 as it achieves interpolation
while introducing little artifacts. Nonetheless, this exper-
iment suggests that the interpolation abilities of diffusion
models are robust to the choice of guidance parameter. See
Appendix[[| for a discussion of quality and diversity metrics
for different values of \.

5.4. Interpolation on Alternative Attributes

To ensure our results generalize across attributes, we extend
our study to interpolation based on the age and hair color
on CelebA. Similar to the smile attribute, we compute the
distribution of synthetic samples using an evaluation clas-
siﬁelﬂ Regarding hyperparameters, we reuse A = 30 from

’The evaluation classifiers for the "Smiling" and "Young" at-
tributes required minimal calibration (temperature of 1.05), while
the "Blond_Hair" and "Black_Hair" classifiers required a tempera-

Section[5.3] to assess how our method generalizes to other
cases without tuning. We train the DDPM as in Section[5.1}
As in previous experiments, DDPMs demonstrate interpo-
lation abilities. Refer to Figure [§ and Appendix [G.3] for
samples with mild attributes according to the "Young" and
hair color attributes. We did not observe any instances of
individuals with a clearly divided hair color, featuring half
of the hair in black and the other half in blond in the training
set.

Age Attribute While 48% of samples are labeled as "Smil-
ing", young people are over-represented in CelebA (78%).
After filtering with an ensemble of classifier, we retain the 7k
oldest and the 15k youngest examples according to the eval-
uation classifier. Furthermore, we over-sample the "Old"
class by a factor of 2 during training. The distribution of
unconditional samples is concentrated at the borders of the
interval, while multi-guidance sampling generates examples
in the middle of the histogram. The distribution of multi-
guidance samples has an MSE of 0.146 and a KLD of 0.656
against uniform, showing slight differences compared to
the smile interpolation experiment. Refer to Figure [6a] for
histograms of samples created with the unconditional model
and multi-guidance.

Hair Color Attribute Refer to Figure[6b|for the empirical
distribution of generated samples. Unlike for the smile and
age attribute, the unconditional model trained on blond and
black haired individual generates examples with mild at-
tributes (28 samples out of 10k within [0.2,0.8]). A manual
review reveals that the majority of these samples feature
faces with brown hair. Some instances display clear blond
or black hair, while others show variations like blond hair
in low light or black hair in high light, which triggers the
evaluation classifier. Hence, we still believe that our filtering
method avoids leakage. The distribution of multi-guidance
samples has an MSE of 0.135 and a KLD of 0.464 against
uniform. We observed that the FaRL model was unreliable
in predicting the "Blond_Hair" and "Black_Hair" attributes
for CelebA (see Appendix [D.Z)), hence we do not use it for
filtering.

5.5. Interpolation on a Controlled Synthetic Distribution

We posit that interpolation occurs because, although the
model does not encounter the complete [0, 1] range of at-
tributes at training, it observes sufficient variation of extreme
attributes (as modeled by ¢ in Section[4.T). Inspired by Zhao
et al.| (2018)), we design a synthetic dataset of extreme ex-
amples with small variations to assess our hypothesis.

Consider 64 x 64 images with black background, containing
a single white circle, centered in (x, y), with a radius of two

ture of 1.245. See|Guo et al.|(2017) for details.
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Figure 6: Comparing train distribution and multi-
guidance distribution. Left: "Young" attribute. Right:
"Blond_Hair"/"Black_Hair" attribute. There are 28 exam-
ples from the unconditional model (out of 10k) in [0.2, 0.8]
in the hair color plot. The majority of them have brown hair.
See Section @for more details.

(@) (b)

Figure 7: Synthetic samples from the toy distribution. The
green lines are not part of the training examples, and only
serve to delimit the training regions (left/right) and unob-
served region (center) for the reader. Sub-figure (b) depicts
heatmaps where the color at position (, y) denotes the pre-
diction from the guidance classifier, for images with a circle
centered in (z,y). Yellow colors represent high probabili-
ties while low probabilities are shown in dark blue. The left
heatmap is for a regular run while the right one is for a clas-
sifier trained with spectral normalization. We see that the
transition in the unseen region (middle) is much smoother
when using spectral normalization. Guidance with the left
classifier yields 73% of samples in the middle section while
the right classifier yields slightly above 90%.

pixels. Let z; € [0, 1] denote the (normalized) « coordinate
of the circle’s center (see Figure [7a). We construct the
training set Syin to contain images with z; € [0,0.2] U
[0.8,1.0] only. We train a regular DDPM and sample with
multi-guidance. The classifier is trained on labels z; =
1{z; > 0.5}. We train 10 classifiers and sample with multi-
guidance with A = 30 for both left and right classes.

We measure the interpolation ability of our model using the
fraction of generated samples with a circle in the middle
region of the image (z; € [0.2,0.8]). We refer to the fraction
as "accuracy". When sampling with multi-guidance, we
achieve an accuracy of 78% =+ 8.7% (mean and standard
deviation over 10 runs). The accuracy is computed using an

Figure 8: Samples with likelihood in [0.49, 0.51] accord-
ing to their respective evaluation classifier. Samples in the
first row come from the "Young" interpolation experiments,
while the second row interpolates according to the hair color.

edge detection algorithm implemented with OpenC Note
that 4.25%=+2.45% of the samples feature either zero or two
circles. This behavior aligns with Zhao et al.|(2018)), who
made analogous observations for other classes of generative
models, sometimes synthesizing samples with slightly more
or fewer objects than observed in training images.

We observe that spectral normalization (Miyato et al.| [2018))
on the classifier improves the smoothness of predictions in
the unseen region (see Figure and that sampling with
such a smoothed multi-guidance results in more mild sam-
ples (above 90%). We obtain an accuracy of 75% + 13.3%
with spectral normalization, slightly lower than regular train-
ing on average. The large variance is explained by training
runs with smooth transition between classes, which achieve
significantly higher accuracy, but do not occur at every run.
Studying regularization methods for real-world datasets is
left for future work.

6. Interpolation with Two Factors of Interest

Having explored distributions with a single variable, we
extend our investigation to interpolation with two variables,
specifically, the "Smiling" and "Young" attributes. Due
to space constraints, a detailed discussion is deferred to
Appendix [F] While the model does not sample uniformly on
the [0, 1]? square, Figure [9| suggests that DDPMs can also
interpolate on multiple variables. We believe that training
on synthetic samples and/or regularization could bring the
distribution closer to uniform.

7. What about Extrapolation?

In this study, we focus on zero-shot interpolation between
extreme cases, i.e. we assume access to extremal samples
2,Z € D s.t. 23 Zintra Se Z,- On a high level, extrapola-
tion is about generating examples with latent variables z
located outside the convex hull of z; € D, i.e. zegirq Se ZOF
7 ¢ Zewtra - We hypothesize that extrapolation for DDPMs

*https://opencv.org
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Figure 9: Log-scale heatmaps depicting results of two-
variable interpolation. (Left): unconditional model. (Right)
multi-guidance with A = 30 for all four corners. Although
multi-guidance may not cover the space as comprehensively
in higher dimensions, DDPM still exhibits interpolation ca-
pabilities.

requires two key elements. First, the unconditional diffusion
model should be capable to generate examples significantly
different from the training distribution. Second, we require
a way to guide the diffusion model toward these distant
examples. Impressive work by |Zhu et al.|(2023)) on few-shot
generalization suggests that DDPMs indeed learn generic ge-
ometric priors, allowing them to sample from completely un-
related domains, if guided in that direction by using a set of
reference images. Unfortunately, in the zero shot setting it is
difficult to create a guidance for latent features, as classifiers
trained with cross-entropy tend to find the simplest model
that explains the data, a phenomenon referred to as simplic-
ity bias (Shah et al.;,|2020;|Jacobsen et al.,|2020). One option
is to directly tackle the simplicity bias, using algorithm such
as developed by [Pagliardini et al.[|(2022), however further
constrained towards the desired latent factors. Alternatively,
we believe that a classifier trained on synthetic data could
guide diffusion models far from the training support. Our
preliminary experiments in Appendix [E|support this claim,
where we successfully generated faces with green lips, de-
spite the unconditional diffusion model lacking exposure
to such instances. Nonetheless, the question of zero shot
extrapolation far from the training domain is complex and
left for future work.

8. Discussion

Our work studies interpolation abilities of DDPMs. No-
tably, we observed that in both real-world and synthetically
controlled scenarios, DDPMs are capable of interpolation,
and generate more diverse data than what they were trained
on. We achieve interpolation through the multi-guidance
procedure (Section .2, and demonstrate its applicability
across various datasets, including across multiple joint la-
tent factors. Our work contributes to the growing body
of evidence suggesting that the inductive biases of diffu-
sion models align well with real-world signals, particularly
in image data, and show that a simple modification to the
sampling procedure unlocks the interpolation abilities of
DDPMs.

8.1. Where are the Interpolation Capabilities coming
from?

We believe that understanding the interpolation, and more
generally the out-of-distribution capabilities of DMs is an
exciting area of study. Our standing hypothesis regarding
those capabilities is strongly influenced by the work of Zhu
et al.| (2023). In DDIM, Song et al.| (2022)) demonstrate that
any diffusion model, even an untrained one, can generate
a latent representation leading to any image when sampled
deterministically with DDIM. Therefore, in principle, ev-
ery diffusion model admits sampling trajectories that
result in any real image. While most sampling paths are
unlikely to be encountered in practice, Zhu et al.| (2023
demonstrated that given a few out-of-domain images, DMs
can generate out-of-domain images, even if the domain in
question is significantly different from the training distri-
bution. Crucially, the work of Zhu et al.| (2023)) defines a
novel guidance procedure using a few out-of-domain im-
ages. Impressively, Zhu et al.| (2023) successfully generate
human faces with a DM trained on dog pictures. This sur-
prising result suggests that new sampling procedures might
be sufficient to unlock out-of-domain generalization. In this
work, we demonstrate that DDPMs can generate samples
lying outside of their training distribution, without requir-
ing additional samples (zero-shot result). Importantly, we
assume there exist underlying continuous latent variables
that determine the realization of certain attributes. We fur-
ther assume that only part of the latent variable support is
observed during training (Section {.T)).

8.2. Limitations and Future Work

We defer the exploration of few-shot extrapolation, e.g.
through synthetic data, to future work. Additionally, the
interpolation between certain attributes is ill-defined. For in-
stance, zero-shot interpolating between blond and black hair
might produce faces with half black, half blond hair, shades
of brown hair, or other results. Thus, we believe that few-
shot learning could prune unwanted interpolation behavior.
As for extrapolation, this could potentially be tackled with
synthetic data. Moreover, we observed in Section|3;5]that
spectral normalization improves the interpolation ability
on synthetic images. Exploring this phenomenon more in
depth, as well as other means of regularization is a promising
venue for future work. While our approach allows sampling
images with mild attributes, reliable sampling over narrow
range of the latents remains elusive. Such ability could allow
specifying a very precise skin tone for example. Therefore,
future work may explore alternative sampling algorithms,
such as in Markov Chain Monte Carlo (MCMC) methods,
as studied in Du et al.| (2023b)). Finally, we observed that
DDPMs struggle to interpolate on the continuous range for
certain datasets, such as rotation of objects in 3D.
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Impact Statement

Our research on the interpolation abilities of diffusion mod-
els holds promise for improving fairness in machine learn-
ing. By showcasing the model’s capacity to generate diverse
attributes covering the range of a latent factor from a subset
of examples, our work can contribute to mitigating biases in
training data. However, it’s essential to recognize potential
misuse. While our work is on low-dimensional images of
insufficient quality for deception, the method could poten-
tially be improved and exploited for deepfake generation
in higher resolutions. Such concerns are inherent to the
development of most novel generative modeling techniques.
Importantly, our focus is not technically advancing the state
of the art in image generation. Instead, we merely study
the properties of diffusion models and show what is already
possible with current models.

This demonstration also has concrete implications on the
use of generative models as tools in creating new content.
At time of writing there are ongoing lawsuits concerning
the generation of copyrighted content (Marcus & Southen,
2024) and while the examples discussed in our citation
are clearly infringing even if they were interpolated in the
manner we discuss (which we find unlikely), the ability to
interpolate and potentially extrapolate across latent factors
hints at the possibility at truly novel synthesized content
- which then itself would complicate discussions around
the level of derivative vs. original "work" present in the
generated content.

In no way should our work be cited as "proof" that any mod-
els involved in such lawsuits are not infringing. It requires
further development in dataset provenance attestation and
legal frameworks to make any such claims. Presumably, our
findings will play a rule in developing these legal frame-
works. Until then, we think it is important to err on the side
of caution and not train production models on any content
for which the artists or copyright holders have not explic-
itly consented to be included as part of generative model
training.

Further, while we are excited about the idea of using in-
terpolated factors to de-bias classifiers, e.g. by developing
methods for holding all factors except the interpolated one
constant in order to remove spurious correlations with e.g.
gender or skin color, the model used for such debiasing
might itself be flawed and/or introduce new biases. This
means any such use requires careful verification and ideally
further work on provably selective editing via interpolation.
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A. Additional Background on Diffusion Models

We use the denoising diffusion probabilistic model (DDPM) formalism, introduced inHo et al.|(2020) and include relevant
background from [Nichol & Dhariwal| (2021)); |Dhariwal & Nicholl (2021); Du et al.| (2023b). For a clear long format
introduction, please refer to the excellent work of |[Luo|(2022).

A.1. Forward Process

Diffusion models approximate the data distribution pg,, by reversing a Markov Chain (MC), called the forward process, that
transforms pg,g, into white noise. The forward MC does not have any learnable parameters and is defined as

o

Piwd (%0, &1, ..., x1) = po(xo) | | pe(@t|zi—1), 3)

t=1

where 0 < ¢ < T and the variables z1, ..., v are corrupted with Gaussian noise. Specifically, for ¢ > 0, p;(z¢|zi—1) :=
N (2451 = Brze—1, Be1) and po(z0) = Paaa(To). The (B¢)L; coefficients are called the noise schedule and are picked
such that pr(z7) ~ N (zr;0,I). Using Gaussian transitions allows one to compute x|z in one step. From Ho et al.
(2020), defining oy ;=1 — B4, ay = Hf:l a; and € ~ N (0,1), we get

Ty =V ouro + V1 — Qye, 4

A.2. Backward Process

The backward process is used to sample from pgy, by iteratively denoising samples from pr ~ N(0,I). Although
Prwd (Z1—1|x+) depends on the entire data distribution, pgwqa(z:—1|zt, o) is Gaussian (Ho et al.l[2020). Using Bayes theorem,

one finds prya(z¢_1|7¢, 20) = N (xt,l; iz, o), BtI), where

flerz0) 1= 75 (w0 + (1= Gr-)ae). )
~ 1—a-

Bri= T8 (©)
o

DDPMs approximate pgwa(zi—1|2¢, o) with a distribution pg(z;—1|x:), implemented with a denoising neural network.
Formally, pg(x¢—1|z¢) ~ N (24—1; po (2, 1), Xu (24, t)). Ho et al| (2020) use a fixed covariance, being either ¥, (z,t) =
B+ or Xy (x¢,t) = B:1. The neural network typically computes pg(z+,t) in one of three ways. First, output pg(x¢,t)
directly. Second, approximate x¢(x¢,t) ~ xo and compute g (z, t) by replacing ¢ in Equation (5). Finally, predict the
noise to remove from z; to obtain xg, denoted by eg(z¢, t). Manipulating Equation (4) and Equation (5)) yields

1 B

Note that Ho et al.| (2020) obtain their best results when modeling €y (x¢,t). While Ho et al.|(2020) keep X, (¢, t) fixed,
Nichol & Dhariwal| (2021) use a learnable X, (x, t) = Xy (x4, t), computed as

M@(-’I;t,t) = Tt —

eg(xe, t)) . 7

To(a1,1) = exp (vlog i + (1 - v)log fr) . ®)

where v comes from a neural network.

A.3. Learning Objective

One can directly optimize the variational bound L,y,, which writes as

Lyw =Lo+Li+..+Lr 1+ Lt

Lo = Epu(a1]20) [~ log po(wo|71)] ©)
Li—1 = Do (p(xe—1]ze, 20) || Po(Ti-1]T¢))

Ly = Dxv (p(zr|vo) || pr(z7)),
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where the Kullback-Leibler divergence (KLD) Dy between Gaussians admits a simple expression (Duchi John, [2020).
Choosing a noise schedule (3;)7_, such that 27 is white noise makes L7 independent of any learnable parameters. While
optimizing Ly, is possible,|Ho et al.|(2020) obtained their best results in terms of Fréchet Inception Distance (FID) (Heusel
et al., |2017) using a fixed covariance X, (x,t) and the objective Lgmpie 1= E¢ 2, [||e — eg(xy, t)||2], where ¢ is picked
uniformly at random in 1, ..., T, £g ~ Pgaa and € ~ N (0, I) is the noise used to compute x; through Equation . As
shown in Ho et al.| (2020), Ly, is equivalent to Lgimple up to a reweighing of the L; terms. While competitive in terms
of FID, training DDPMs with Lyl achieves lower likelihood than likelihood-based models such as [van den Oord et al.
(2016). Nichol & Dhariwal| (2021)) achieved competitive likelihood while retaining the FID of |Ho et al.| (2020) with three
improvements. First, a novel noise schedule (3;)7_;, especially suited to 64 x 64 and 32 x 32 images, defined as

I+%5+s 7 f(@®)
1 = cos? s m\ o _ St 10
f() COs ( 1+8 2),Oét f(O) ( )
Second, using the learned covariance Y (z¢,t) from Equation (8), and third, optimizing Liybria := Lsimple + ALyb.

Importantly, they used a stop-gradient on pig (2, ) in Ly, so that it drives the learning of 3¢ (x;, t) only. [Nichol & Dhariwal
(2021) used A = 0.001 so that Ly, does not overwhelm Limpie.

B. Additional Background on the Kullback-Leibler Divergence

In generative modelling, one wants to approximate an empirical distribution pg,, using a learned distribution pg. To do so, a
common objective is the Kullback-Leibler divergence (KLD), defined in the discrete case as

./E
)1 11
ke(pllg) : Zp Og @ (11)

The Kullback-Leibler divergence is relevant for generative modeling because it is minimized when p and ¢ are equal. Note
that the KLD is not symmetric with respect to p and ¢q. Hence, when approximating pqay,, it remains important to realize
whether we should minimize D 1, (Pdana||po ), called forward KLD or Dx 1, (pg||paaa ), called reverse KLD. To understand
the difference between the two, it is good to think of extreme examples. Those examples are inspired from this useful
resourcel

Forward KLLD Imagine that sample x( captures a large portion of the total mass of pga, €.g. if zo comes from one of
the modes of the distribution. At the same time, imagine that the learned distribution py does not capture this part of the
distribution, hence py(xg) = 0. Then, the term associated with x in the KLD, i.e. Py (o) log p}‘]“‘"‘((fo)) will be large. As
such, the forward KLD is called zero-avoiding, because to minimize the forward KLD, py should assign positive mass to all

2 such that pga, () > 0.

Reverse KLD Imagine that we want to minimize D g r,(pg||Pdata). Assume that pya, (o) = 0. Recall that xo only appears
in the term pg (o) log % of the KLD. If the learned distribution assigns weight to x, then the term will be large.
Therefore, the reverse KLD is said to be zero-forcing, i.e. the learned distribution is discouraged to put any mass on unlikely

samples.

KLD used by Diffusion Models The KL formulation used in DDPMs (Ho et al., 2020; |[Nichol & Dhariwal, [2021) is the
forward KL divergence, i.e. assuming the model converges and has enough capacity, it should cover all modes of the data
distribution.

KLD used in Evaluations Since we train DDPMs with the forward KL divergence, we also compare the empirical
distribution of histograms using the forward KLD: D 1, (phist||pes ), Where pri is the empirical distribution with respect to
samples and py, is uniform with the same support as phg.

C. Details on Compute and Training

Compute Costs Training the unconditional diffusion model on 64 x 64 images required using 2 GPUs and 18GiB of
memory on each when using FP16. Training for 250k steps ranged from 19 to 21 hours on A100 40GiB or RTX4090
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respectively. In parallel, training the classifier for 150k steps took 8 hours on a single GPU in FP32 (less stable) and required
12 GiB of memory. In contrast, training the unconditional model on 128 x 128 images required 41GiB of memory and
took 34 hours, while the classifier took 13 hours to train on 128 x 128 images. Finally, multi-guidance does not introduce
additional cost at sampling versus regular classifier guidance, since the score with respect to all classes can be computed in a
single forward/backward pass.

Hyperparameters In this work, we train DDPMs with classifier guidance following best practices from|Nichol & Dhariwal
(2021)). We train the diffusion model for 250k steps with learned denoising process variance, a learning rate of le — 4,
no weight decay, an EMA rate of 0.9999, 4000 diffusion steps, and the cosine noise schedule presented in Equation (I0),
well-suited for 64 x 64 images. Our model also predicts the variance of the reverse process and optimizes the objective
Liybria. We use time embedding vectors of dimension 128 and 3 residual blocks per resolution, with attention at resolution
32, 16, and 8. We train the guidance classifier for 150k steps, with a learning rate of 3e — 4 and no weight decay. Both
models are trained with the Adam optimizer (Kingma & Bal [2017). Further details on these parameters can be found in
Nichol & Dhariwal (2021). Our GitHub repositoryE] contains the code and configuration to reproduce our results. We sample
new images using 250 steps instead of 4000, as it induces minimal change in FID.

D. Evaluation and Data Processing Pipelines
D.1. Extracting an Extreme ''Smiling'' Subset from CelebA

Despite being labeled with binary attributes, the samples in real-world datasets such as CelebA (Liu et al.,|2015) cover a
wide range of variations. For instance, the CelebA dataset contains clearly as well as mildly smiling faces, in the sense of
Section[4.1] In this section, we present our filtering method for the "Smiling" attribute.

Our approach involves two steps and is inspired by |Lakshminarayanan et al.|(2017); |[Fang et al.|(2023). Initially, we train
a smile classifier on the entire CelebA, denoted as D = {(z;,v;) : ©; € R%,y; € {0,1},1 < i < N}, where N ~ 163k.
We filter the dataset to keep examples where the classifier is confident and agrees with the CelebA labels. That is, when
po(y;i|x;) > 71. The resulting dataset is denoted as Dygyer. In the second step, we randomly extract 5 subsets from Dje; and
train 5 classifiers, denoted as py, , for 1 < k& < 5. The final dataset, D* C D, is made of examples where the 5 classifiers are
confident and agree with the original labels, i.e., pp, (y;|2;) > T2. The thresholds 71 and 75 are chosen such that both the
original classifier and the ensemble of 5 achieve a precision of 1 on a held-out, manually labeled dataset of 200 examples.
We manually construct this held-out set with samples where people are either clearly smiling (e.g. large grin with clearly
visible teeth) or clearly non-smiling. We explicitly discard samples where there we are in doubt whether the person is
smiling or not. Additionally, we label the images three times to minimize the risk of mistake.

After training all the classifiers, we visualized examples from the validation set where the ensemble confidently disagrees
with the CelebA labels. There were no such images labeled as smiling, yet around 7000 images labeled as non-smiling
were misclassified. Upon manually inspecting 500 of these, we agreed with the classifier’s prediction more than the original
labels. This comforts us in the soundness of our method. Subsequently, we examined 500 randomly chosen samples from
D* C D for each class, and concluded that all of them correspond to extreme examples, clearly smiling or non-smiling.

D.2. FaRL Failures on Hair Color

The FaRL model by [Zheng et al.|(2022)), as stated by the authors, is trained to "learn a universal facial representation that
boosts all face analysis tasks." While the model was found to be a strong backbone for age estimation by [Paplham & Franc
(2023), we observed that FaRL is less reliable than a classifier trained on CelebA for detecting the smile and hair color
attributes. When discriminating between the blond and black attributes on full sized CelebA images (218 x 178), FaRL
achieves an accuracy of 0.89 on the validation set. We strictly followed the instructions on the official GitHub repo. On
the other hand, our simple EfficientNet classifier trained on downscaled 64 x 64 images achieves an accuracy of 0.98. We
observed similar results for the smile attribute. Thus, we only use FaRL for age estimation. Figure[SI0|display images
where FaRL predicts a probability above 0.999 for the incorrect class. We do not believe those examples are particularly
challenging.

“The URL will be provided upon de-anonymization of this work
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Figure S10: Examples of images where FaRL fails blatantly. The first row depicts individuals with black hair, while the
second row shows some with blond hair. For both rows, FaRL assigns a hair color likelihood < 0.01.

D.3. Rough Estimate of Errors of The Filtering Method

[Recht et al| (2019) studies on ImageNet (Russakovsky et al.l [2015) that when transferring from the train distribution to an
unseen test set, an accuracy drop of 3% to 15% is expected. Note that CelebA is a simpler dataset than ImageNet since
it contains only faces while ImageNet contains diverse classes going from specific breed of dogs to drumsticks. Let’s
assume the worst-case, i.e. that each classifier in the ensemble is accurate only 85% of the time only. A sample with
mild attributes remains in S* only if each of the five models confidently classifies it as having clear attributes. Assuming
reasonable independence among classifiers, given that models are not trained on the same data, one can approximate the error
probability for a single sample as (15/100)°. We approximate the probability that at least k samples are incorrectly included
in the dataset, P(X > k), using the Chernoff bound (Molloy & Reed} 2002). This approximation is reasonable with our
parameters (p = (15/100)°, n = 60k, number of samples kept, k& > np, number of errors). We find that P(X > 10) ~ 0.089,
P(X >15)~be—4and P(X >20) ~ 7.2e — 7.

E. Extrapolation on the Lips Color Attribute

While investigating interpolation, we conducted preliminary experiments on extrapolation using synthetic data for training
the guidance classifier. Specifically, we generated synthetic data utilizing dlilﬂ to detect lips in CelebA pictures and overlay
a green polygon on them. Intriguingly, using the "green lips" classifier enables the DDPM to generate images with green lips,
as depicted in Figure[ST4a] Although the green patch may not always be perfectly centered on the lips, the unconditional
diffusion model never encountered faces with green lips, hence the process is solely driven by the classifier.

F. Additional Material on Interpolation on Two Variables

We explore interpolation involving two variables. To create the training dataset, we retain extremes samples for both smile
and hair color attributes. As such, we simply retain the intersection of extreme examples from experiments on smile and hair
color, resulting in approximately 11, 000 examples. The heatmap visualizations in Figure [J]illustrate samples categorized by
hair color and smile evaluation classifiers. We train the guidance classifier on 4 classes, corresponding to the corners of the
heatmap. With a guidance parameter set to A = 30 across all classes, we observe interpolation abilities of the model.

G. Additional Samples and Histograms

In this section, we present additional samples and histograms that could not fit in the main body for space reasons.
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Figure S11: Multi-guidance performance when reducing the training data size. (a): With 30k training samples. (b): With
10k training samples. (c): With 5k training samples. While using 30k or 10k maintains similar performance, the interpolation

capability starts to degrade with 5k, even though DDPM retains its ability to interpolate.
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Figure S12: Histograms of the smile attribute when varying the guidance parameter .

G.1. Ablation on the Training Data Size

We present histograms of the empirical distributions according to the evaluation classifier on the smile attribute in Figure[ST1]
As we saw in Section[5.2] the KLD and MSE is similar when training on 30k or 10k examples, and deteriorates substantially
when training on 5000 samples only. Naturally, the best performance in terms of KLD and MSE is achieved with 60k
examples, as the DDPM is exposed to more diversity.

G.2. Ablation on the Classifier Guidance Strength Parameter

In Figure[ST3] we observe that increasing the guidance strength almost monotonically improve the interpolation performance
according to the MSE and KLD. In Figure[S12] we display the empirical distribution of samples according to the smile
attribute, using models trained on 60k examples. [t]

5Ihttp ://dlib. netl
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Figure S13: KLD and MSE between the empirical distribution (histograms in Figure[S12) and the uniform distribution. The
best performance is achieved for A = 75.

Table S2: FID, Precision (P) and Recall (R) for different guidance parameters. The columns with "full" contain the metric
computed between multi-guidance samples and 50k random samples from the training data. The columns with "mild"
contain the metric computed between multi-guidance samples and the 10k training samples with predicted smile attribute
closest to 0.5 in /7 distance.

Guid. strength | FID (mild) | FID (full) | P (mild) | P (full) | R (mild) | R (full)
0.0 12.7215 8.1421 | 0.7564 | 0.7876 | 0.4755 | 0.484
35 13.8471 10.17 0.8064 | 0.8164 | 0.4143 | 0.4190
10 14.4841 10.72 | 0.8182 | 0.8195 | 0.4135 | 0.4148
30 14.9275 1134 | 0.8018 | 0.8051 | 0.4353 | 0.4250
50 14.6142 1206 | 07756 | 07797 | 0.4365 | 0.4275
75 14.7289 13.11 0.7349 | 0.7317 | 0.4328 | 0.4225
100 15.1242 13.58 0.6549 | 0.6623 | 04713 | 0.5383

G.3. Additional Samples

In this section, we present additional samples that could not fit in the main body. Specifically, in Figure[S14a] we showcase
samples with green lips, from our preliminary extrapolation experiment. In Figure we display examples with mild
smiles. In Figure[ST4c| we present interpolated samples between young and old individuals. Finally, in Figure we
showcase examples when interpolating between the blond and black hair colors.

H. Checking for Memorization

As memorization has been observed in diffusion models (Somepalli et al.| [2022)), we rigorously examine whether our
DDPMs memorize the training data, especially when reducing the size of the training set. In the figures below, we present
synthetic examples with their nearest neighbor based on CLIP embeddings (Radford et al.,[2021). While models trained on
5k images exhibit memorization, increasing the number of images mitigates this effect. Refer to Figures [ST5] [ST6] [ST8|
for the examples with nearest neighbors in the training data for different data sizes.

I. Measuring Sample Quality and Diversity

We evaluate synthetic image quality and diversity using the FID (Heusel et al.,2017) and Precision and Recall (Sajjadi et al.
2018)) metrics. We compare synthetic images against two sets of real images: 50k randomly selected samples from the
CelebA training data and 10k examples with continuous labels nearest to 0.5 under the ¢; distance. These subsets allow
us to assess how well multi-guidance sampling captures both the entire data distribution and the section containing mild
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examples only. Results for different values of \ are presented in Table [S2]

FID The trends in FID scores align with our manual inspection, showing increasingly frequent artifacts in samples
generated with multi-guidance for larger values of A. Note that our FID values are higher than those typically reported in
state-of-the-art diffusion models. This discrepancy can be attributed to our shorter training runs for computational efficiency.
Our primary goal is to demonstrate interpolation behavior rather than to surpass the state-of-the-art in diffusion models.

Precision and Recall We observe that Precision and Recall correlates less with our manual assessment. Indeed, multi-
guidance sampling captures mild smiles better than unconditional sampling, leading us to expect higher recall for multi-
guidance, particularly when comparing synthetic samples with the most mild ones. Regarding Precision, we were surprised
to find that computing precision for either the entire distribution or just the mild part resulted in similar trends. These
findings suggest that the embedding model used to compute the Precision and Recall, the Inception network of [Szegedy et al.
(2015)), might struggle to capture the nuances of our problem. Throughout the paper, we primarily use A = 30 for guidance,
as we found it to introduces minimal artifacts while effectively generating mild attribute examples.

J. Interpolation with Multi-Guidance under Additional Settings

We observe interpolation behavior in diffusion models by varying the architecture, as well as when sampling with classifier-
free guidance (Ho & Salimans| [2022). Additionally, we attempted to train a DDPM using the Ly g objective, but the model
did not fit the training distribution well; in other words, unconditional sampling did not produce realistic-looking samples.
Due to our limited computational budget, we did not extensively tune hyperparameters to successfully train a model using
Lvis- Refer to Figure for histograms.

Alternative architecture Instead of using the U-net architecture proposed by [Nichol & Dhariwal (2021)), we replaced it
with the diffusion transformer introduced by [Peebles & Xie| (2023). As shown in Figure[S194] diffusion models implemented
with a transformer also demonstrate interpolation capabilities. This suggests that the ability to interpolate does not depend
on the choice of architecture.

Sampling with Classifier-Free Guidance Instead of classifier guidance (Dhariwal & Nichol, |[2021)), one can sample from
a diffusion model using classifier-free guidance (Ho & Salimans, [2022). When adapting multi-guidance to classifier-free
guidance, we still observe interpolation capabilities of the diffusion model. Interestingly, the shape of the distribution
when sampling with classifier-free guidance differs from samples generated with classifier guidance. Specifically, there is
little-to-no mass on the edges of the histogram. See Figure[ST9b]for the histogram. We adapt the classifier-free sampling
algorithm by using the following score for sampling:

1
Sefe(x) = —Asgp(z, @) + (1 — )\)5(59(:5,0) + sp(xz, 1)) (12)
where sg(x, 1) is the score learned by the model for the class ¢, and sy (z, &) denotes the unconditional score.

Noise schedule and diffusion variance We observed that interpolation occurs with both the cosine and linear noise
schedules from (Nichol & Dhariwall, 2021)), as well as with fixed and learned variance of the diffusion process.

K. Demonstrating Interpolation on Objects of Different Sizes

In addition to the experiments detailed in the main body, we conducted an experiment to measure interpolation using a
dataset of real-world objects resized to various dimensions. In this experiment, we define extreme examples as pictures
with objects of the 20% smallest and largest sizes. Examples from the training data as well as histograms are displayed in
Figure Since we know the ground-truth object size in this experiment, we train the evaluation classifier to regress on
the continuous attribute in the range [0, 1] instead of training it on discretized labels.

L. Multi-Guidance on ImageNet

Sampling with multi-guidance from a model trained on ImageNet using the scores for the classes "Jay" and "Hen" produces
images of blue chickens. Examples can be viewed in Figure [S21] This result is interesting, but we caution that it is not
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immediately clear that there exists a continuous range from "Hen" to "Jay". Nonetheless, we decided to share this since
reviewers were curious about experiments on larger datasets such as ImageNet.

M. Interpolation between DDIM Latents

Building upon prior work on generative models such as |[Radford et al.|(2016)); [Upchurch et al.|(2017); Berthelot et al.|(2018));
Kingma & Dhariwal| (2018)); [Karras et al.| (2019); Harkonen et al.| (2020), we study interpolation in the noisy latent space
of diffusion models trained on extreme examples only. As for the rest of this paper, this investigation is crucial as prior
research either trains models on the whole data distribution or relies on embeddings from multi-modal models trained on
internet-scale datasets (Song et al.| [2022; Wang & Golland} 2023). Similar to DDIM (Song et al.| [2022)), we define the latent
space of diffusion models as the partially denoised samples, i.e. samples at non-zero noise levels. Interpolation within the
latent space is achieved through a multi-step process: we first compute the latent representations of two real images after
injecting noise for 2000 steps, then perform spherical linear interpolation (slerp), and finally, apply deterministic denoising
using DDIM without noise injection. Although we experimented with regular linear interpolation, we found that slerp
consistently achieves superior results. Figure [S22]displays interpolation results between pairs of samples.

N. Attribute Editing without Training on Mild Examples

Following discussions with reviewers during the rebuttal phase, we conducted experiments on attribute editing using
diffusion models trained exclusively on extreme examples. While previous work has shown successful interpolation in
unconstrained settings (Kim et al., 2022} [Kong et al., 2022; |Gandikota et al., [2023} [Yue et al.| 2024), we demonstrate that
even when trained solely on extreme examples, diffusion models can still exhibit interpolation capabilities. Specifically,
we use the same DDPM model from in the interpolation experiments detailed in Section[5.1] We perform attribute editing
by first mapping the original image to DDPM latents using 2000 reversing steps (half the number used during training).
Subsequently, we denoise using regular classifier guidance with a guidance strength of 30. We use DDIM with noise
injection using a linearly decaying schedule (1;)7°%° such that 7, = 535. For further details on 7, please refer to the
original DDIM paper (Song et al.| [2022)). Using this straightforward approach, we observed that DDPMs could transform

non-smiling faces into mildly smiling ones. CelebA images with their "smile" attribute edited can be seen in Figure [S23]
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Figure S14: Additional synthesized samples. (a): Extrapolation with classifier trained on synthetic data. (b): Interpolation
on smile attribute. (c): Interpolation on age attribute. (d): Interpolation on hair color.
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Memorization: training on extreme (smile)

Multi-guidance Training samples

.
\

Figure S15: Checking for memorization when training on 60k extreme examples from CelebA. The generated samples are
on the left, while the right side showcases the nearest neighbors according to CLIP embeddings

Memorization: training on extreme (smile) - 30k train samples

Multi-guidance Training samples

Figure S16: Checking for memorization when training on 30k extreme examples from CelebA. The generated samples are
on the left, while the right side showcases the nearest neighbors according to CLIP embeddings.
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Memorization: training on extreme (smile) - 10k train samples

Multi-guidance Training samples

vl
o)

Figure S17: Checking for memorization when training on 10k extreme examples from CelebA. The generated samples are
on the left, while the right side showcases the nearest neighbors according to CLIP embeddings.

Memorization: training on extreme (smile) - 5k train samples

Multi-guidance Training samples

Figure S18: Checking for memorization when training on 5k extreme examples from CelebA. The generated samples are on
the left, while the right side showcases the nearest neighbors according to CLIP embeddings.
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Smile interpolation - Diffusion transformer Smile interpolation - Classifier-free guidance
Uncond. Uncond.
Multi-guidance with A = 30. CFG multi-guidance with A =0.1.
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Figure S19: Distribution histogram of smile sampled with (a): a diffusion transformer instead of a U-net; (b): when sampling
with classifier-free guidance.

Shape size interpolation
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Figure S20: Left: training examples with rescaled real-world objects. Right: distribution of object sizes when sampling
from the unconditional model or with multi-guidance.
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Figure S21: Samples generated with multi-guidance between the classes "Hen" and "Jay". While we believe that interpolation
between thoses classes is not well-defined, we include this result as it may interest the reader.

MZal; ;
L 4 a4 "’_1 1 III
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Figure S22: Spherical linear interpolation (slerp) between ddim latents. We see that intermediate regions of the latent space
get decoded as mild smiles by the diffusion model trained solely on extreme examples.

Figure S23: Attribute edition using classifier guidance. Given a real image, we inject noise and decoding with regular
classifier guidance yields images with mild attributes.
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