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Abstract

In this paper, we study the distributed convex-concave finite-sum minimax opti-
mization over the network, and a decentralized variance-reduced optimistic gradient
method with stochastic mini-batch sizes (DIVERSE) is proposed. For the strongly-
convex-strongly-concave objective, it is shown that DIVERSE can achieve a linear
convergence rate that depends on the global smoothness parameters, yielding
sharper computation and communication complexity bounds than existing results.
Furthermore, we also establish the lower complexity bounds, which show that
our upper bounds are optimal up to a logarithmic factor in terms of the local
incremental first-order oracle calls, the computation rounds, and the communica-
tion rounds. Numerical experiments demonstrate that our algorithm outperforms
existing methods in practice.

1 Introduction

In this paper, we consider the following distributed minimax optimization problem
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min max f(x,y):= — i(X,¥), 1

xERdx ye]Rd’y f( y) m L:ZI f ( y) ( )
where the global objective f : R% x R% — R is p-strongly-convex-yi-strongly-concave. We assume
the local function f; : R% x R% — R on the i-th node has the finite-sum structure of the form
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where each f; ; is smooth. This formulation appears in many fields, including game theory [} 21]],
robust optimization [[10}29], and control theory [45]. In particular, it has received increasing attention
recently from the machine learning community, with the rise of adversarial generative networks
(6L 25]], adversarial training [[7, 49, 168,71} [77]], and reinforcement learning [18},[75].

The first-order minimax optimization has been studied extensively over the past decades. Gradient
descent ascent (GDA) is a natural extension of gradient descent in minimization problem, which
is a cornerstone for many minimax optimization algorithms [[11} [51]. In the extragradient (EG)
method, [24, 34, 73] an intermediate prediction step is introduced to improve the convergence of
GDA, which exhibits the optimal convergence rate under the convex-concave assumption [59, [89].
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Additionally, the optimistic gradient descent ascent (OGDA) method [61} 64] can also achieve the
optimal convergence rate, by incorporating the momentum-like term. In the more general variational
inequality framework, Kotsalis et al. [35] proposed an optimal operator extrapolation method.

For large-scale optimization arising from machine learning, it is desirable to design efficient stochastic
algorithms by exploiting the finite-sum structure in the objective since computing the full gradient is
usually expensive. The variance reduction ideas used to achieve the optimal incremental first-order
oracle (IFO) complexity bounds in the minimization problem [, 4, 20} 32} |37} 167, 78} |90] have been
extended to minimax optimization, though the details are quite involved. Palaniappan and Bach [60]
incorporated variance reduction into GDA iteration and provided an catalyst acceleration framework.
Chavdarova et al. [16] and Alacaoglu et al. [3]] studied the EG method with variance reduction for a
specific minimax problem. Alacaoglu and Malitsky [2] introduced a retracted term into the iteration
of EG and OGDA, achieving the optimal IFO complexity for the finite-sum minimax problem under
the convex-concave setting [26].

The decentralized optimization have been widely studied in recent years. Compared with the
centralized scenario, it can avoid the communication and computation bottlenecks for problems over
networks [57, 182} [87], while the algorithm design and analysis are more challenging since each node
in a network can only directly share the information with its neighbors. For the minimax optimization,
Mukherjee and Chakraborty [S3]], Beznosikov et al. [13], and Luo and Ye [46] developed EG methods
for the decentralized setting and provided the linear convergence rates. Rogozin et al. [65] extended
the results to the non-Euclidean mirror prox framework. Kovalev et al. [39] combined variance
reduction and the optimistic gradient method [61] within the ADOM framework [38]], achieving the
best-known upper complexity bound on the computation rounds and the communication rounds.

It is worth noting that exiting decentralized minimax optimization methods require identical mini-
batch size for all the nodes when constructing the local gradient estimator, which is sample inefficient.
Moreover, both the computation complexity and communication complexity of previous works
depend on the local smoothness parameters. It remains an open question on how to develop the
decentralized minimax optimization algorithm that depends on the global smoothness parameters.

In this paper, we propose a decentralized variance-reduced optimistic gradient method with stochastic
mini-batch sizes (DIVERSE) for the minimax problem (IJ), which can find an e-suboptimal solution
with O((mn + min{mnL, /mnL} /i) log (1/¢)) local incremental first-order oracle (LIFO) calls,

O((n+L/p+min{nL, /n/mL} /) log(1/€) computation rounds, and O(y/xL/log(1/€)) com-
munication rounds. Here, L is the smoothness parameter of the objective f, L is the mean-squared
smoothness parameter of the function set { f; ; }Zniil , and  is the characteristic number of the mixing
matrix associated with the network. The corresponding lower bounds have also been established
which demonstrate that all the above results are (nearly) optimal. We would like to emphasize that all
of our complexity bounds have the global smoothness dependency, which are tighter than existing
results that only rely on the local smoothness [39} 46, 55]. Moreover, the linear convergence guarantee
in this paper only requires the global objective function f to be strongly-convex-strongly-concave,
and the local component function f; ; (also the local function f;) can even be nonconvex-nonconcave.
This relaxes the assumption for the state-of-the-art linear convergent decentralized algorithm in
Kovalev et al. [39] that requires each f; to be strongly-convex-strongly-concave.

2 Preliminaries

In this section, we introduce the problem setup, followed by a review of the related work.

2.1 Problem Setup

We use the bold lowercase letters to represent vectors, e.g., X € R% and y € R%, use x; € R1*d=
and y; € R % to denote the local variables on the i-th node. The bold uppercase letters are used
to denote the matrices aggregating the corresponding vectors, such as X = [X1;...;X,,] € Rm*d=
and Y = [y1;...;¥,] € R™*%. The bold lowercase letter with a bar presents the average of local
variables, e.g., X = = > x;and y = - > y;. The notations 1 and 0 are vectors (or matrices)
whose entries are all one and zero, respectively. We let I be the identity matrix. The notation || - ||
represents the Euclidean norm of a vector or the Frobenius norm of a matrix.



For the minimax optimization problem , we stack the variables x € R% and y € R% as
z = [x;y] € R%, where d, = d,, + d,. We further define the gradient operators as
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We make the following assumptions for the decentralized minimax optimization problem ().

Assumption 2.1. The global function f(x,y) is u-strongly-convex-p-strongly-concave, i.e., the
function f(-,y) is p-strongly convex for all given x € R% and the function f(x, ) is p-strongly
concave for all given y € R% .

Assumption 2.2 (global smoothness). The global function f is L-smooth, i.e., for all z,z’ € R4,
there exists a constant L > 0 such that

lg(z) — g(z)|I* < L?||lz — 2'|*.

Assumption 2.3 (mean-squared smoothness). The function set { f; ; }szl is L-mean-squared smooth,
ie., forallz,z' € R4 there exists a constant L > 0 such that
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Assumption [2.1] is equivalent to the strong monotonicity of the gradient operator g, i.e., for all
z,7z' € R% itholds (g(z) — g(z'),z — z') > pl|z — z’||%. Note that we have
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for all z,z" € R%. Therefore, it holds that L < L for the tight parameters L and L satisfying
Assumptions and In fact, L can be arbitrarily larger than L if there are no convexity/concavity
assumption for the local functions [48]].

Our complexity analysis considers the upper and lower bounds with respect to the global smoothness
parameter L and the mean-squared smoothness parameter L. In contrast, existing works for decentral-
ized minimax optimization only consider the local smoothness assumptions. For example, Mukherjee
and Chakraborty [55]] and Luo and Ye [46]] assume there exists a constant L, > 0 such that

Igij(2) — i3 (2)|I* < Liallz — 2|

for all z,z’ € R?%,4 € [m], and j € [n]; Kovalev et al. [39] assume there exist constants L; > 0
and L; > 0 such that

1 — _
Igi(z) — gi(z)|* < Lillz—2'|>  and - > llgij(z) — gij(2)|* < Li||z — 2|
j=1
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for all z,z’ € R% and i € [m]. Noting that the constants L; and L; are determined by the “worst
local (component) function so that we can verify that L < L; < Ly« and L < L; < Ly, for the
tight smoothness parameters that satisfy the above assumptions [48]. The examples in Appendix
demonstrate that the magnitude of these smoothness parameters can differ significantly under data
heterogeneity.

In decentralized optimization, each node can only directly communicate with its neighbors. The
communication step is usually expressed based on a mixing matrix W € R™*™  which satisfies the
following standard assumption [28, 166} [87]].

Assumption 2.4. Let W € R"*"™ be a mixing matrix associated with a network. We assume

(a) W is symmetric with w; ; > 0 for all 4, j, and w; ; # 0 if and only if nodes ¢ and j are
connected or ¢ = j;

(b) 0=XW <L, W'1l=WI1=1,and null(I - W) = span(1).



Table 1: We summarize the complexity for finding the e-suboptimal solution of problem (I)). We
use the notation O(+) to hide the logarithmic terms with respect to m, n, p, and the smoothness
parameters. Note that the computation rounds may not be proportional to the LIFO calls, since
distributed algorithms include the scheme of partial participated computation.

Algorithms LIFO Calls Computation Rounds Communication Rounds
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Assumption [2.4] indicates that 1 — XAo(W) > 0, where Ao(W) is the second largest eigenvalue of
W € R™*"™_ Thus, we can define the characteristic number x := 1/(1 — A2(W)).

In this paper we consider the e-suboptimal solution of problem , i.e., the point z = (x,y) such that
= x*|* + ly = y*|I” < e,
where (x*, y*) is the solution of problem (1)) that satisfies f(x*,y’) < f(x*,y*) < f(x/,y*) for

all x’ € R% and y’ € R%. Noting that the solution (x*,y*) is unique under the strongly-convex-
strongly-concave assumption.

2.2 Related Work

Significant advancement has been made for decentralized optimization over the last decade. For the
minimization problem, the convergence of decentralized gradient descent (DGD) with decaying step
sizes has been established by Duchi et al. [22]], Tsianos and Rabbat [74], and Jakoveti¢ et al. [31]]. The
gradient tracking technique was introduced in Nedic et al. [56], Qu and Li [63]], and Song et al. [69],
so that constant step size can be utilized and linear convergence was achieved for strongly-convex
objective. Pu and Nedi¢ [62], Koloskova et al. [33]], Ye and Chang [85] further investigated the
convergence of gradient tracking under stochastic setting. Scaman et al. [66], Kovalev et al. [38]],
and Ye et al. [87] introduced the multi-consensus steps by Chebyshev acceleration [5} 43] to further
improve the communication complexity. For the objective with the finite-sum structure, Xin et al.
[81], Ye et al. [86], Hendrikx et al. [28]], and Li et al. [41] integrated the variance reduction techniques
to improve the computational efficiency of the algorithms. In recent works [44, 48], 152, different
types of smoothness parameters have been considered and sharper complexity bounds have been
established for the decentralized finite-sum minimization problems.

For decentralized minimax optimization, Mukherjee and Chakraborty [S5] proposed the GT-EG
method by combining gradient tracking with EG, proving its linear convergence under the strongly-
convex—strongly-concave assumption. Later, Luo and Ye [46] improved the decentralized EG method
by incorporating variance reduction [2]] and multi-consensus steps [15, 43|, achieving better complexity
bound on the LIFO calls. It is worth noting that the convergence for both of these methods require the
assumption that each component function f; ; is Lyax-smooth. In a seminal work, Kovalev et al. [39]
considered the relaxed conditions that only assume each local function f; is L;-smooth and each local
function set { f; j}7_; is L;-mean-squared smooth. The authors introduced an extra momentum term
into the variance-reduced OGDA method [2], so that they could take the advantage of mini-batch
sampling to construct an accurate stochastic gradient estimator, leading to improved computation
complexity and communication complexity. The lower bounds were also established therein to justify
the optimality of their algorithm with respect to the local smoothness parameters L; and L;. However,
none of the previous works on decentralized minimax optimization [39, 46\ |55]] has considered the
potentially tighter complexity bounds with respect to the global smoothness in Assumptions
and [2.3] which will be well-addressed in this paper. We compare our theoretical results with related
work in Table



Algorithm 1 FastMix(U% W, R)

I: nitialize: U-1 = U, gy = —V1XEW)
14+4/1-22(W)

2: forr=0,1,...,R—1do

3 U =(1+4ny)WU" — U
4: end for

5: Output: UT

Algorithm 2 DIVERSE

1: Input: initial point z°, step size 7, mini-batch size b, probability p € [0, 1], parameters a, 3 €
[0, 1], mixing matrix W, iteration numbers K, communication rounds R

22V 1=V0=7Z1=272°=12,S"'=A"1=0
3: fork=0,1,2,..., K —1do
4: fori=1,2,...,min parallel
) g iid . . _
5: i; ~ Bernoulli(q) Wlﬂ;q =b/(mn)
_ I _ ) _
o o =g+ D () — s (v + ol (el) — gis(e )
j=1
7. end for

8: Sk =FastMix(SF~! + AF - AF"1 W, R)

9:  ZF! = FastMix((1 — B)Z* + BVF —nS*, W, R)

0. VEH — FastMix(Z*, W, R) with probability p,
A% with probability 1 — p

11: end for

12: Output: z" = zX

i

3 Algorithm and Complexity Analysis

The proposed decentralized variance-reduced optimistic gradient method with stochastic mini-batch
sizes (DIVERSE) is described in Algorithm[2] which is based on a novel sampling strategy and the
subroutine of multi-consensus steps (Algorithm [I). The details of the algorithm and its complexity
analysis are presented in Sections [3.1and [3.2] respectively.

3.1 Algorithm Design
Recall that the standard OGDA update [19} 54} 161] is given by

2 =a" —n(g(a") + g(z") —g(z"1),

optimistic gradient

where 1 > 0 is the step size. To improve the computational efficiency by using the finite-sum structure
in the local function, DIVERSE constructs the variance-reduced optimistic gradient estimator at node
1 as follows
k k—1 1 ¢ lk] k k—1 k k—1
o =gi(viTH+=) . (gm‘(zi ) — i (vi ) +algi(z) — 8ij(2; )))7 3)
Jj=1

i.i.d . . 1. . .
where 55, j '~ Bernoulli(q) with ¢ = b/(mn) and v¥~! is the snapshot point, and o > 0 is the
momentum parameter. The distribution of §ﬁ ; means we only need to compute the gradient operator
g:,; in equation (3) when ¢k ; = 1. Note that the snapshot point viHL

i

is updated with probability p in



each iteration (see Line 10 of Algorithm , which implies the term gi(vif ~1) in equation H can be
reused with probability 1 — p. Therefore, the expected LIFO calls of the algorithm in each iteration is
O(mnp + (1 — p)b), which is much more efficient than the cost of accessing the full gradient if we
take p < 1 and b < mn.

The main difference between DIVERSE and exiting decentralized minimax optimization methods
[39, 146, 53] is that the mini-batch size for the local gradient estimator JZ’? in equation is not
required to be fixed since the variables {ff ]}:’szl are random. Therefore, the behaviors of all m
nodes are similar to the large mini-batch sampling on a single machine. Besides, the steps of gradient
tracking and multi-consensus in Lines 8 and 9 of Algorithm [2]ensures that the local variables are
sufficiently close to each other, resulting in the sharper complexity bounds with respect to the global

smoothness.

3.2 Complexity Analysis

For the convergence analysis of DIVERSE (Algorithm [2), define the following Lyapunov function
based on the mean vectors as follows

1 3 1
R Lt - e -
no 2 n 8n
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It is not hard to verify that the Lyapunov function ®* is always non-negative for all n < 1/(4L) (see
Appendix [B.T).

We first consider the case of L < \/mnL, in which the Lyapunov function satisfies the following
relation.

Lemma 3.1. Under Assumptions and.4\with 0 < p < L < L < y/mnL, we run
Algorithm 2| with

n:i, B:p:zmax i,i , O =max 1—ﬂ,1— Pk ,
16L 8L L’ v/mn 4 B+nu

bzﬁmm{i,mﬂ, and R — O (yXlog(mnL/u) -

Then it holds that
E[05!] < o [0F] + ¢y (]E [1Z" — 12¥)2] + B [||Z2F1 — 12812 + B [ VE! — 1vF1)2) )
where Cy = (14 o?) (12nnL?/b+ 6nL? /).
To characterize the convergence of the multi-consensus steps (Algorithm [T, define
pi=V14(1 — (1 = 1/V2)\/1 = Xa(W))E,
We have p < 1if R is sufficient large. See more properties of Algorithm[I]in Appendix [B.2]

We then bound the consensus error as follows.
Lemma 3.2. Under the settings of Lemma[3.1] we have

E “|Zk+1 o 12k+1”2] S 3/72(1 o 5)2E [sz o lzk”Q]
+3p°B%E [| VF — 19%|] 4 3p°n°E [||S* — 15" ||?]
and

E[|VET =195 2] < pp°E [|Z° — 12" + (1 - pE | VF - 15%]7].

Noting that the upper bound in Lemma depends on the term [|S* — 15¥||2, the consensus error
for S can be bounded as follows.



Lemma 3.3. Under the settings of Lemma we have
E[HSk+1—]Sk+HP]fgc&pz(E[HZk——liHP]4—E[HZk*1—]ik*HP}4—E[HVk——1kaﬂ
+EMV”4—1#*wﬂ)+%%fEUﬁk—1§W]+Cw2@Pﬁ+ﬂ+EkW]+E@ﬁAD,

where Cy = 270m*n%L?, C3 = 180m?*n?L?n? + 2, Cy = 60(16n + n/B)m3n2L?, and @' = 0.

Remark 3.4. Lemma shows that the upper bound of E [||S¥+1 — 18*¥1||?] does not only depend
on the consensus error at the k-th iteration, but also on that of the (k — 1)-th iteration. In contrast, the
consensus error in the decentralized minimization problem only depends on the term related to the
previous iteration [40, 44} 48| [87]. The difference poses a challenge in the analysis, which requires
us to develop a novel inductive proof technique.

Applying Lemmas[3.TH3.3] we obtain the linear convergence for the Lyapunov function and consensus
errors.

Lemma 3.5. Under the settings of Lemma[3.1] we have

E[®*] <a"®°,  E[|zF -12"|?) < lll@aﬁ+1¢ﬁ
40,

1-a 1-a
k_ qok)2 ~ k410 k_ qzk)2 a0,
E[[|[V* —1v*]?] < 1 QT oY and E[||s* — 15" |°] < 201 o

where & = max {1 — yn/8,1 — pnu/(2(8 +np)) }-

According to the parameter settings in Lemma [3.1} the linear convergence rate & achieved by
Lemma|3.5]has the order of ©(1 — p/L), which depends on the global smoothness. The expected
overall LIFO complexity to achieve the e-suboptimal solution is O((mn + /mnL/u)log(1/€)),
matching the complexity of variance-reduced EG/OGDA on a single machine [2].

We then consider the case of L < L /+/mn. Note that under the setting of Lemma onehasb > mn
in this case, which motivates us to use the exact local gradients. That is, we set p = 0 and b = mn in
Algorithmwhen L < L/+/mn, which leads to §f7j =qg=1and

5f=gi(zf)+a(gi(zi) gi(zf~ h)-

Hence, the snapshot v¥ is unnecessary, so we set 3 = 0 and define the simplified Lyapunov function

1 3 - 3 .,_ L a ey "
Uk = <77+ 2”) |z~ — ||2+E||zk—zk Y124 2(g(zF ) — g(2¥), 2" — 2¥).

Similar to the analysis of Lemma[3.5] the linear convergence can also be achieved with respect to the
global smoothness.

Lemma 3.6. Under Assumptions - - H 2.3l and 2.4\ with 0 < p < L < L/\/mn, we run
Algorithm2|lwithn = 1/(16L), B =p =0, b = mn, oz =1—pn, and R = O(,/xlog(mnL/p)).
Then it holds that

k 2 k+1
\I/kg (1_M) \I/O, ”Zk kHQ_ Hn (1_M) \I’O
2 48nL? 2

2 k+1
d ||SF —18"|2 < 441&44,(1__59) o0
and || s < = 48ynL? 2

)

According to Lemma [3.6] we achieve the LIFO complexity of O((mnL/u)log(1/e)). It is worth
noting that the expected overall LIFO complexity of O((mn + v/mnL/u)log(1/e€)) achieved by
variance reduction (under the parameter settings in Lemma [3.T)) is worse than the LIFO complexity
achieved by iterations with exact local gradients in the case of L < L//mn. Similar phenomenon
is also observed by Luo et al. [48] in nonconvex minimization. Our result 1mphes that the trade-off
between variance-reduced gradient estimator and the exact gradient is also necessary in minimax
optimization.

Combining the results of Lemmas [3.5]and [3.6 yields the following upper complexity bounds.



Theorem 3.7. Under Assumptions n - H 2.3|and 2.4 Hwith 0 < p < L < L, running DIVERSE
(Algorithm 2) with appropriate parameter settings can find an e-suboptimal solution at each node,
with the expected LIFO complexity of O((mn + min{mnL,/mnL}/u)log(1/¢)), the expected

computation rounds of O((n + L/ + min{nL, /n/mL}/u)log(1/¢)), and the communication
rounds of@(\/XL/u log(1/¢)).

As demonstrated in Table[I] all of our upper bounds in Theorem [3.7]are sharper than state-of-the-art
results since we have L < L; < Lyax and L < L; < Lyyax for the tight smoothness parameters.
Additionally, our LIFO complexity depends on y/m in the case of L < /mnL, which is better than
existing results that always depends on m. These improvements essentially rely on the sampling
strategy that does not fix the mini-batch size on different nodes, thereby allowing partial participation
to reduce computational costs.

Remark 3.8. The computation rounds in Algorithmdepend on E[max;em Z?zl 55 ;] which may
not be proportional to the LIFO calls. We upper bound this quantity by using the locally sub-Gaussian
property, which simplifies the analysis in Liu et al. [44]] and Luo et al. [48], see Lemma [C.] for
details.

4 The Lower Complexity Bounds

In this section, we establish the lower complexity bounds of the first-order methods for the decen-
tralized finite-sum minimax optimization. Specifically, we consider the local incremental first-order
oracle algorithms as follows.

Definition 4.1. A local incremental first-order oracle (LIFO) algorithm over a network of m nodes
satisfies the following constraints:

* Local memory: Each node i stores vectors in local memories M, and MY, at time ¢ > 0.
The local memories are updated through local computation or local communication, i.e., for
all ¢ € [m], it holds M, C M;?tmp’x U ./\/lfofmmx and ./\/lff C M:?tmp’y U Mfotmmy

* Local computation: At time ¢, each node 7 can query the local first-order oracles V f; ; (X, y)
and Vy f; j(x,y) forany x € M¥, , andy € M}, ,. Additionally, the local computational

memories M comP* and Mcomp Y satisfy /\/lmmp * = Span ({x Vxfij(x,y) :x € ./\/ll,t_l})
and M"Y = Span ({y, Vy fij(x,y) : y € MY,_1}).

¢ Local communication: At time ¢, each node ¢ can communicate with its neighbours A/ (z). For
all i € [m], the communication memories are defined as M;3""* = Span(|J ien ) Mii—r)s

and M"Y = Span(U;cpri) - M-, ), Where T is a delay parameter satisfying 7 < t.

¢ Output value Each node i specifies local outputs from its memory at time ¢, that is, for all ¢ € [m)],
we have x{ € MY, andy} € M7 ,.

The definition of the above algorithm class follows the standard settings in the studies of decentralized
optimization [8, 28| 44 |48| [66]]. Compared with the algorithm classes defined by Kovalev et al.
[39]], we remove the requirement that all nodes must access their stochastic local gradients with the
identical mini-batch size per iteration, so our algorithm class also contains the partial participated
computation schemes.

The lower complexity bounds on the LIFO calls, the computation rounds, and the communication
rounds are presented in the following three theorems.

Theorem 4.2. For the parameters L > L, L/u > 2, and € < 0.003, there exists hard instances
satisfying Assumptions[2.1H2.4] In order to find an e-suboptimal solution, the LIFO calls of any LIFO
algorithm is lower bounded by Q(mn + min{mnL, /mnL}/ulog(1/e)).

Theorem 4.3. For the parameters L>L L /i > 2, and € < 0.003, there exists hard instances
satisfying Assumptions In order to find an e-suboptimal solution, the computation rounds of
any LIFO algorithm is lower bounded by Q(n + (L/p + min{nL, \/n/mL}/u)log(1/e)).

Theorem 4.4. For the parameters L>L> 2u > 0, and m > 2,n € N, there exists a hard instance
satisfying Assumptions with Ao(W) € [0, cos(w/m)]. In order to find an e-suboptimal
solution, the communication rounds of any LIFO algorithm is lower bounded by Q(\/xL/j110g(1/¢)).
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Figure 1: Performance comparison with respect to LIFO calls across different datasets.
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Figure 3: Performance comparison with respect to communication rounds across different datasets.

The above theorems indicate that the upper complexity bounds provided in Theorem [3.7]are optimal
(up to a logarithmic factor). Our lower bounds hold for the decentralized finite-sum minimax
optimization under the general smoothness settings. Specifically, the results in Theorems

hold for all L and L such that 0 < L < L. In contrast, the existing lower bounds [39] consider the
local smoothness parameters L; and L; (see Section , and their analysis requires the additional
condition \/nL; = L.

5 Numerical Experiments

In this section, numerical experiments are conducted to evaluate the performance of Algorithm[2] We
consider the problem of robust regularized linear regression [12} 27, |39} 50], which is formulated as
N
1

. T/ N2 M2 22
irel]l}{%)r’%%ﬁ;(x (a; +y) bz) + 5 (x|l 2”3’” ;

where x is the weight of the model, y is the adversarial noise, {(a;, b;)}}_, is the training dataset, and
r1, T2 are regularization parameters. We consider the undirected ring network with m = 50 nodes and
each node has n training samples. Therefore, the total number of samples is N = mn. The mixing
matrix with Metropolis—Hastings weights [80] is used for communication steps. The regularization
parameters are set to be r; = r5 = 0.2. The numerical experiments are conducted on datasets a9a,
w8a, ijcnnl, and cod-rna, from the LIBSVM repository [14]. We compare the proposed DIVERSE
(Algorithm@) with the baseline methods including GT-EG [55], MC-SVRE [46], and OADSVI [39,
Algorithm 1]. The parameters of these algorithms are set according to the theoretical analysis or the
recommended settings by the authors [39, 46, 55]. Specifically, the parameter b in the DIVERSE is
set to be 128 and the fixed batch size for each node in OADSVI is set to be 3. The best performance
step sizes from {0.1,0.05,0.01} are used, up to the algorithms and the datasets.

The experimental results are shown in Figures[T}f3] It can be observed that the proposed DIVERSE
outperforms all the tested methods in terms of LIFO calls, the computation rounds, and the communi-
cation rounds, which validates our theoretical results. The deterministic method GT-EG [35]] and the



stochastic method MC-SVRE [46] require much more communication rounds than other methods.
This is because GT-EG does not include Chebyshev acceleration in its communication protocol and
MC-SVRE cannot benefit from the communication efficiency by the mini-batch sampling. Addition-
ally, the LIFO complexity of DIVERSE is significantly superior to all the baselines, since it is the
only one that uses stochastic mini-batch sizes, benefiting from partially participated computations.

6 Conclusion

This paper proposes variance-reduced optimistic gradient method with stochastic mini-batch sizes for
decentralized convex-concave finite-sum minimax problem. We establish the linear convergence rate
with global smoothness parameters dependency for the strongly-convex-strongly-concave objective,
which is shaper than existing results that only consider the local smoothness. Lower complexity
bounds are constructed to show the near optimality of our method. The efficiency of the proposed
method is also validated through numerical experiments. For future direction, we would like to extend
the ideas to solve the decentralized minimax problem with different constants of strong convexity
and strong concavity [26] 36, 42 147, |53| (70} 76, [84]. We can also study the global smoothness
dependency in decentralized nonconvex minimax optimization [[17, 23} 130} 72} [79} 83, 191193].
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main contributions of this paper are summarized in the final paragraph of
the introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
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* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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Justification: All assumptions are stated in Section 2} and complete proofs of the theorems
are provided in the appendix.
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* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The algorithm is elaborated in Section 3] and the details required for reproduc-
ing the experiments, including parameter settings, are provided in Section 3}

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code is included in the supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The experimental details are elaborated in Section [5]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The effect of the settings such as random seed is minor since the datasets and
initialization are fixed, and only the random gradients are affected, with little impact on the
experimental results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

18


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:
Justification: It requires few computational resources to run the numerical experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The research conducted in the paper conform with the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper focuses on optimization theory, so the work does not have direct
societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The datasets used in the numerical experiments are properly cited in Section 5]
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

In Appendix [A] we construct examples that smoothness parameters are significantly different. In
Appendix [B| we present some basic results, including the non-negativity of the Lyapunov functions
and several useful lemmas. The proofs of the lemmas and Theorem [3.7]in Section 3] are provided in
Appendix [C] and Appendix [D]contains the proofs of Theorems 4.2} |4.3|and [4.4]in Section 4]

A Examples of Differences among Smoothness Parameters

In this section, we provide two specific examples to show that the smoothness parameters can differ
significantly. We first construct an instance where the local smoothness parameters L;, L, and Lyax
are a factor of ©(y/m) larger than the global parameters L and L.

Example A.1. For simplicity, assume d, = d,, and n = 1. Define the function
h(x,y) = V(L2 — p)x"y + 5 HXH2 HYHQ, ©)

and denote its gradient operator by gy, (z). It can be verified that for any z,z’ € R%,

lgn (2) — gn (2]

= [IVxh(x, Y) = Vxh(x,y)|I* + | Vyh(x,y) = V h(X’ y)II?
= V(L2 = i2)(y = ¥') + nlx = x) > + V(L (x —x') = ply —y")II?
=L2(||X—X H2+|Iy—y I )
= L?|z —2|]%,
indicating that h(x,y) is L-smooth, and the constant L is tight.
We now define the local objective functions as
(1+vm)h(x,y), ifi=1,
filx,y) = ¢ (1 = Vm)h(x,y), ifi=2,

h(x,y), otherwise.

Then the global objective f(x,y) = = > ", fi(x,y) = h(x,y) remains L-smooth. The global
mean-squared smoothness parameter L can be computed as

—Zn& () = — (14 Vim)? + (1= Vim)? 4 m —2) g (2) — gn (s}

=3L%|z —2/||>.
Meanwhile, the local smoothness parameters L;, L;, and L, are all determined by fi, since for
any ¢ € [m),
Igi(2) — gi(2)II” < llg1(2) - g1(2)]

= (1+ vm)*||gn(z) — gn ()|

= (1+vVm)?L?||z - 2'|°.
Thus, we conclude that L = /3L and L; = L; = L.y = (14 /m)L
Based on Example [A.T] and Table [T] (ignoring all log term), DIVERSE achieves the LIFO calls
complexity of O(m + v/mL/ ), computation rounds complexity of O(L/u), and communication
complexity of O(y/xL/u). In contrast, the existing state-of-the-art method OADSVI requires the

LIFO calls complexity of O(m + m3/? L/ 1), computation rounds complexity of O(+/mL/u), and
communication complexity of O(,/mxL/u).

If the heterogeneity among nodes further increases, the local smoothness parameters may exceed
Q(y/m) relative to L, as demonstrated by the following example. (In fact, the local smoothness
parameters can be arbitrarily large relative to L.)
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Example A.2. Using the same definition of h(x, y) as in equation (4), define the local functions as

1 +m?h(x,y), ifi=1,
fi(x,y) =3 (1 —m?h(x,y), ifi=2,
h(x,y), otherwise.

Then the global objective remains f(x,y) = h(x,y), which is L-smooth. Following the calculation

as in Example L it is straightforward to verify that L=+V1+m3Land L, = L; = Lyayx =
(1+m?)L.

For Example DIVERSE achieves the LIFO calls complexity of O(m + mL/u), computa-
tion rounds complexity of O(L /), and communication complexity of @(\f L/u), while existing
methods require the LIFO calls complexity of (’)(m + m3L/p), computation rounds complexity of
O(m?L/ ), and communication complexity of O(m? /XL /u).

B Some Basic Results

In this section, we establish the non-negativity of the Lyapunov functions, and then present some
useful lemmas.

B.1 The Non-Negativity of Lyapunov Functions

In this section, we prove that the defined Lyapunov functions ® and ¥ are non-negative when
n < 1/(4L). Recalling the definition of ®*, we have

1 3u B ke 1w ke
oF — (L k2 4 Piigh — gh—1112 1 2|15k _ gk—1)2
G+3) 1 -+ 21t e o gt - 2

e o . 4 _ i}

+2(g(z" ") —g(2"),2" —2%) + /BTUWHV’“ —z"|?

1 1
> o7 =2 P 2 (gl ) —g(ah), 2" — o) + ol -t

Lok a2 1 _k _h—1y12 sk oxn2 . L osk  ok—1y2
Z%”Z —z'| _SnLQHg(Z ) —g(z")||° — 8nL=||z" — z”|| +%HZ —zF 1

1 ) 1 1
> a2 gt — 2 snL - o - P

1

= (277 — 877L2> HZk Z ||2
>0

where the third inequality holds by Assumption and the last inequality is based on ) < 1/(4L).

Similarly, for ¥* we have
1 3u - 3, e e gy - *
ok — <77 + 5 ) |zF —z*||? + EHZk —z" % 4+ 2(g(z¥ ) — g(2Y), 2" — 27)

1
%Hik —2"|* +2(g(z") — g(a"), 2" —2") + 877”

> 0.

v

Zk _ Zk—lHQ

B.2 Useful Lemmas

In this section, we present basic lemmas that will be used in the subsequent proofs. Firstly, based on
Assumption[2.3] we can derive the following lemma.

Lemma B.1. Under Assumption[2.3} we have
lgi.j(2) — gi.j(2)]|* < mnL?|z —2'||%, Q)
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and
Igi(z) — gi(2)||* < mL?|z— 2| (©6)

forallz,z' € R%, i € [m],and j € [n].

Proof. For equation @), it holds because

Igii(z) — gii(Z)1* <D llgii(2z) — gij(2)* < mnL?|z — 2|,

i=1 j=1
where the last inequality is based on Assumption[2.3] Equation (6) is due to the fact that

Igi(2) — gi(2)[|* = II% > (8ig(2) —gis(2) |7

Jj=1

1 n
<= > llgiji(z) — gii(2)]
j=1
1 m n
<= > lgii(z) — g2
i=1 j=1
< mfj2||z — z’||2.
This completes the proof. O

The following proposition [87] characterizes the convergence of Algorithm I}
Proposition B.2 (Ye et al. [87, Proposition 11). Under Assumption[2.4) Algorithm[I|holds that
1

S1TUR = §°
m

and
[UR —12°) < 1 (1 = ca/T = Aa(W)) U0 — 12,
where 0° = %1TU0,01 =14, andcy =1—1/V/2.

The following lemma shows a crucial property of gradient tracking.
Lemma B.3. For Algorithm[2] it holds that

sk = 6", (7)

Proof. From Proposition combined with the update of S* in Algorithm(Line 8), we have
1
sk =—1Tsk

m
1

= —1'FastMix(SF~! + AF — A*1 W R)
m

— gl gk _ §h1,

Note that s° = 6°. By induction, it is straightforward to verify that s* = &% holds for k > 0. [

C The Proofs for Section

In this section, we prove the lemmas and Theorem[3.7]in Section[3] Specifically, it is organized as
follows:

* In Appendix [C.T] we prove Lemma 3.1} which provides an upper bound for the Lyapunov
function ®.
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* In Appendix[C.2] we provide the proof of Lemma[3.2] which bounds the consensus errors of
Zand V.

* In Appendix [C.3] Lemma[3.3]is established, bounding the consensus error of S.

* In Appendix [C4] we prove Lemma [3.3]by applying Lemmas [3.TH3.3]and induction.
* In Appendix [C.5] Lemma [3.6]is established using a similar approach to Lemma[3.5]
* Theorem[3.7]is proved in Appendix[C.6

C.1 The Proof of Lemma3.1]
It follows from Line 9 of Algorithm [2]and equation (7)) that

_ 1
FhHl = S Tgk+1
m

= %1TFastMix ((1 — B)ZF + gVF — Sk W, R)
= (1-pB)z" + pv* — 98"
= (1-B)z" + pv* — né*,
which implies
1 _zk =g (‘—,k _ Zk) — nd*.
We have
||Zk+1 z*|? :”Zk+1 72k+zk7z*”2
:Hik 2|2+ 2<Zk+1 _zk gk z*) + ||Zk+1 _ Zk:HQ
=2 — 7|7 + 2(a4H — 25,4 - g) — 2t - gt

:sz _ Z*HQ + 2ﬁ<\_’k _ Zk Zk+1 _ Z*>

—2n(6" — g(z"), 2" > 2"+t — 2"
—||z — 2| + 2B8(vF — 2", 25 — 2) —28(2" — 2" 2" — ")
—2(0" — g(2*),2""! —2") - ||2"T - 2F|?
_”z o Z*||2 (”zk+1 kHQ Hvk _ Z*H2 o ”Zk+1 o z*||2)
k

+8(2 - R e Lo
_ sz-ﬁ-l _ zkHZ _ 2n<5l~c o g(z )7Z7€+1 o Z*>

—(1— B)ll2* — "> — Bl2**" — F|2 + BIVF —2*|? — (1 — B)|2"+! — 2|
- 2(8" — g(z),2"*" —2"). ®)

I* |l

Then we bound the term E [(6% — g(z*),z" ! — z*)]. Note that

E [(8" — g(z7), 2" — 27)] = E [(8" — Eer[8%], 2% — 2°)] + E [(8" — B¢ [3%], 2! — 2F)]
+E [(Eex[6"] — g(z),2" " —27)],

(€))
where E¢r denotes the expectation taken over random variables {ff ]}:njzl
For the first term of equation (9), we have
E [(6" — Ee[6%]),2" — 2*)] = E [Eex [(6" — Eex[6%],2" — 2*)]] = 0. (10)

For the second term of equation (9)), we alrn to obtain its lower bound, which is equivalent to finding
an upper bound for E [(6% — E¢«[6%], 2" — z"*1)]. By Young’s inequality, we have

E [(8" — Ecn[8],2" — 2°1)] < [|I6* — Eer[6%]]2] + ﬁE [z —24%].  an
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Recalling the definition that

m m n ek
5 = LS 4SS ()~ (o) e (o)~ gl )

i=1 j=1 q
we have
2
<k NANE 1 v 55] k k—1
Eer (18"~ Ea[011] < 2Ber || o33 (222 — 1)) (g (eh) — iy (v )
i=1 j=1
5 (12

+ 2E§k

k
ZZ(“—l) (i (2) — g (21

i=1 j=1

By Yong’s inequality, the first term of equation can be bounded by
2

1 m n ff,j & k—1
(4 ) ()~ )

i=1 j=1

1 O [ek. i
+mnzz<;ﬂ 1) (865(2") — 21 (V7))

1 m n é—tk 2
+ 6B ‘mn;H( o )(g”( - g (v ) ] (13)
1 m n fk 2_
+ 6B ‘ZZ(;J )(gm )~ g (V)
L i=1 j=1

For the first term of equation (I3), we have

ZZ( L 1) (gi5(2f) — &5 (2"))

1=1 j=1

2

S e )

=1 j=1
m n 5
<m2n2q;;”(g”( i) —8ij(2 ))H
< e 2 2 Nl =2
i=1 j=1
T2
SRR
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where the second inequality holds by equation (3).
Similarly, it holds that

2
— (vE1 L. (k-1 LLQ k=1 qok—112
Eegt mnzz (i (vi™h) —gi;(¥F7h) < 5 v "

i=1 j=1

For the third term of equation (T3),

Ea,;22< >%<>gx“»

n

1 1—g¢q _ 2
M2n2 ZZ H(gi»j(z —gij(v i 1))”
i=1 j=1

q

= m n2 ZZ gi;(2 givj(vkil))HQ
j=1

=1
LQ

v
- 5l

where the second inequahty holds by Assumption[2.3]
Thus, an upper bound for equation (T3) is given by

2
I ZZ( —)%()&AHD
=1 j=1
72
< 6nL sz k” + ||Vk 1 1‘7k71||2+%||2k7‘7k71”2'

Similarly, the second term of equation (T2) can be bounded by

o |2 Zi( —>%<>%Mﬂf]

=1 j=1
6nL? _ 6nL? _ g 6L% ke
<a( Bzt - 12tip + Bzt - agt 4 St - )

6 L 6nL? 6L%a?
n a ||Zk Zk||2 unzk 1 12k71|‘2+7a|‘2k72k71”2.

Consequently, an upper bound for equation (TT) is
E [(8* — Ecc[6%], 2% — 2"T1)]

. - 1
< E 16" — B [8%]]%] + e [llz"** — 2]

6nnL?  6nynL2a? 677nL _ e
< (O B gt O s gty
677nEQOz2 k—1 —k—1)2 677Z/2 “k  —k—1)2
+ R |24 - 125 4 PR R [ - vh )
6nL2a®_ . . . 1 i _
y = —E [l - 2] + WE (125t — 2%))2] . (14)
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For the third term of equation (E[), we have

E [(Ecx[6%] — g(z*), 2" — 2*)]

=K K;Zgz(Zf) +« (iZgZ(zf) — ’rlrLZgi(Z?_l)> o g(z*)jkﬂ B z*>1
=FE [<nll Zgz(zf) +a (7711 Zgz(zf) - ;Zgl(zfl)> —g(7z") — « (g(zk) -~ g(zk—l)) LZh T z*>]
=1 i=1 i=1
+E [(g(z") + o (g(z") — g(z" ")) — g(z"), 2" — 27)]
- 7iE % Zgi(zf) ta (7711 Zgi(zf) - % Zgi(Zf_l)> —g(z") - a(g(@") — gz ™))

B [7 -7 2] +E [(g(24) + o (g(2") - g(@F 1)) — g(a), 74— 2]

2
Zgz z")

2

—71143

2
_ %E “|Zk+1 _ Z*Hﬂ

- *IE H Zgz - kil)

+E[(g(z") + a(g(z") — gz ")) —g(z"), 2" —2")], (15)

where the inequalities hold by Young’s inequality.

Note that

Zgz z )

I A

fz i (2L) — gi(2")]”
< %ZZ e (2)) — gis (@)

i=1 j=1

m n

< %ZZanQHZ H

=1 j5=1

—nl?|ZF - 12"’

where the first inequality is based on the fact H Ly a

= 1%
follows similarly; the third inequality is based on equation (3)),

1 g:l 1 [las]|?; the second inequality
an,

<g k ( k) ( )) _g(z* 72 >
<g( k )7 z*> —a <g(zk 1) g(ik), Sk+1 Zk>
-« <g( ) (zk) > n <g(2’“+1) _ g(z*),ZkH B z*>
> <g(2k) - g(2k+1)72k+1 N Z*> B %<4na||g(ik) N g(ik_l)”2 + 47]%”276-&-1 . ZkH2>

—a(g(@) —g(@"), 2" —27) + p|2t - 2
> (g(a") — g(2"*1), 2" — %) — 2a2L2|* — 2|2 -

—a(g(@" ™) — g(@"),2" —2%) + pll2" — 2|7,

1

877”Zk+1 7k||2

where the first inequality holds due to Young’s inequality and Assumption (equivalently, the
strong monotonicity), while the second inequality follows from Assumption The lower bound of
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equation (T3) can be further expressed as

E [(E¢x[6"] - g(z"), 2" — 2")]

3nL? 3nL2a?

> — (1+a?E [||Z" — 12"|%] - E[|Z*F! — 12571 |?]

1

+E [<g(ik) _ g(ik+1)7zk+1 _ Z*>] _ QT]O(QLZ]E [”ik _ Zk71||2] _ %

[HZkJrl kHZ]
~aE [(g(# ) ~ g(z), 2" —2")] + LB [ o))
(16)
Co[mbklnllng the rjasults of equations (8), (9), (I0), (I4), and (16), we obtain the upper bound of
[zt — 2|2
[sz-&-l Z*HQ]
= (1-P)E [|l2° —2*|*] - BE [[|2"*! — ¥*|*] + BE [|v* - 2"||*]
— (L= BE[|lz"" —2"|?] — 20E [(8" — g(z"), 2" — 2%)]
< (1-BE[|z" —2*|*] - BE [|l2**! — Vkll ] +BE[|Iv* —2*|%]

1
_ (1 o ) [||zlc+1 kHQ] + iE [sz+1 o zkHQ}

120°nL?(1 + o?) _ 12n*nL? _ .
; E[|Z* —12"|%] + — B [[[VE — 19 1)2]
12n2nL2a? 1202132
n 7;) o E [sz—l _ 12]@—1”2] + Ub E [Hik _ vk—lH2j|
12n%L2%a? 6nnL>

T E[ll2" = 2]+ —— (1 + M)E[| 2" - 12"|]?]

6nnL2a? _ e _ _ _ "
+ TE (12571 = 12"71)1°] — 20 [(g(2") — g(2"*1), 2" — 2")]

+ 2ok [(g(z" 1) —g(z"),2" —z")| + 4P’ L°E [|lz" — 27|

1 3
+ B2 = 2] - S [ — 2]

Rearranging the above equations yields

1 3 - B 1 3 ~ _
(n+2u) [l —27)°] + [||zk+1v’“||2]+(n)E[llz’““zkﬂ

4n
+ IE [<g(ik) _ g(Zk—H),Z]H_l _ Z*>]

l_é sk %2 é k _ _x2 12771_/2 sk ok—12
< (1-2) et - i+ Zu v - o) + EE e 1t - v

12nL2a? b ke e _ky = *
+ (nb + 477a2L2> E [||zk —zF 1||2] + 2aE [(g(zk 1) — g(zk), 7" —z >]

12nn L2 L?
+ ( 77: + 67; ) (1+®)E[||Z% — 12*|?] +

12nnL%a?  6nL2a?
+ ( i - + . )IE [1ZF-1 —1z"1)?] .

12nnL? _ ke
T]E [”Vk 1 ]_Vk 1”2]

According to the update rule (Line 10) in Algorithm[2] we have

B+ nu k1 BAnlo ik 2 B+ np k2
—EFE —EF +(1—p)——E - . (18
e [IvFFt —2*|°] = ; [lz" —2*|]*] + (1 —p) e [V —2"[I”] . (18)
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By adding equation (T8) to both sides of equation (I7) and rearranging the terms, we obtain

(717 + ;u) E [z — z*||*] + gE [1Z5+! — v%)1°] + (

1

6 —k+1 k2
- D) e -2

9B [(g(2") — g@*1), 25 — )] + BT [ohtt — go)?)

pn
1 _ . 12002 0.
< ( + ,u) E [||zk —z*|?] + E [||z’C —vF 1]
n
12nL2a?
(nba + 417a2L2> E [”Zk . 2k71”2] (19)
+2aFE [<g(zk71) _ g(ik),ik _ Z*>] + (1 _ Prp > B +77'LLE [H‘—fk _ Z*||2]
B+nw) pn
12nnL? L? 12nnL?
+ ( 77;1 i 6n ) (1+ a2)E “|Zk _ 1ikH2} + %]E [”Vk—l - 1‘7]6—1”2]
12 EQ 2 EQ 2
+ ( S Onl o )1{«: [Z5t — 12+ .

Based on the choice of parameters, it follows that
1 1 3 12nL?  «
Lips -ty (242, BB
7 4/ \n 2 b n
12nL%a?
b

, and +4na’L? < @,
8

Thus, equation (I9) implies that

(34 20) B l12 - )+ SR 184 — 9]+ B 184 - 241

+ 2 [<g(ik) _ g(ik+1)7ik+1 _ z*>] + ﬁ—;TWE [H‘_’k—H _ Z*HQ]

py (13 _ . Boriak <k 1 ko ke
< (17 Z) <n+2,u>IE [||z’C —z HQ} Jroz-E]E [||zk — P 1||2] + - QE[szfzk 1||2]

208 [(g( )~ g(a).2* )]+ (1= ) EEIg (1o -

) (4 o) (E 12 - 1817 + B [j2 - 124P)

(1277nf/2 6nL?
+

b
+E[VF —1v517).

Recalling

11 Py 12qnL?  6nL? ) >
a=maxql——,1— , C1= + 1+ a%),
X{ 4 ﬁ+nu} ' < b jz ( )

we thereby complete the proof of Lemma[3.1]

C.2 The proof of Lemma[3.2]

Based on the update rule for Z**! in Algorithm we obtain
E [HZkJrl _ 12k+1”2]

— E[|[Fasthix (1 - 3)Z* + BV — 8", W, R)

— %11TFastMix (1 - B)ZF + pVF —nSF W, R) HZ}
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< PR [[[(1 - B)Z* + BV — 18"~ 1((1 - B)2" + B9+ — ") |||

< 3p2(1 = B)’E [||ZF — 12"|1°] +3p?%E [|VF — 19%|] + 3p°n’E [||S* — 15*|] ,  (20)
where the first inequality follows from Proposition [B.2] and the second inequality is due to Young’s
inequality.

For the consensus error of VF*1 we have
E [”V’H_l o 1‘—,k+1||2]

e U

< pp’E (|27 - 12°|°] + (1 - p)E [|[VF — 19"|]
where the inequality holds by Proposition [B.2]

2

FastMix (Z*, W, R) — %11TFastMix (Z", W, R)|| | +(1—p)E[|[VF —19"|]

C.3 The proof of Lemma

According to the update rule for S**1 in Algorithm we have
||Sk+1 1—k+1 ||2

< 2p2||sk . ]SkH2 +2p2HAk+1 o Ak .

2
1
FastMix (S* + AF!1 — A" W R) — EllTFastMix (S* + Ak — A W, R)

1 2

Sk +Ak+l _ Ak _ 711T (Sk _|_Ak+1 _ Ak)
m

1
711T<Ak+1 o Ak)”2
m

<2p°|IS% — 15%|7 + 27| AN — AR, 21)
where the second inequality holds due to Young’s inequality, and the last inequality follows from the
fact that |[A — L11TA|| < ||A| for any A € R™*d=,

Next, we bound the term E [||A*T! — A¥||2]. It follows that
Ak+1 _ AkHQ]

E |
i_n: ‘5k+1 k|2 ]
»

e+

PR
m 1 fk 2
<5 E[llg: i( 1>|2]+BZE[ EZ’ (gm( P — gl )) 1 (22)
=1 =1
m [ n k ]2
+5) E %Z gzj(givj(zfﬂ) - gm‘@f)) ]
i=1 j=1
- e
m 1 n glkfl " k_l
#53 B |03 (i () — i (v )
i=1 j=1
- 2__
m o n 5571 k L
+5Z]E ﬁ ; (ghj( ) gz,j( ))
i=1 j=1
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For the first term of equation (22)), it holds that
E [llgi(vi) — (v HI]
<mL?E [||vF —vF7?] (23)
< 3mLE [||vF — ¥¥|12] + 3mL?E [||¥% — ¥*71)?] + 3mL2E [|vi~ —v*71)?],
where the first inequality holds by equation (6)) and the second inequality is due to Young’s inequality.

For the other terms in equation (22), Note that

2

1 ( ]Hl) gi:j(vf))

1 n
Ee EZ

2

| /\

- ZEgk (2 — g (vE))

1 .
a Z g g (2 — i (vO)I?
j=1

mniZ k
e AR

<
3m2n2 L2 3m2n2 L2 3m2n2 L2
< Sl T = P 2 P v - R
b b b
where the first inequality is based on the fact that |2 3" | a; || < L5 llag]|?; the second

inequality is based on equation (3)); the last inequality holds by Young’s inequality. Further, we obtain

“| 2]

Ejf%f@m@ﬁw—gmwh)
< M [H k1 _k+1H2:| +WE [”zlﬂ—l _‘-,kHZ] M [HV -5 H2], (24)

j=1
b b

Similarly, for the third term in equation (22)), we have

n k 2
ax— &y
E EZ q] (gm‘(zk“) gi;i(z k)) ]
j=1
2 272 2,272 2,272 2
% [||zk+1 7k+1”2} +% [sz+1 7kH2} +WE [HZ?_EkHQ]'
(25)

For the fourth term, it follows that

E|: ligfjl (gm( k)_gi7.7'(vf_l)) :|

nj:I q

3m2n?L? E _kn2 3m n?L? Ck—112 3m2n2L?
=B [l =2+ TR [l -]+ e
For the fifth term, it holds that

IN

[V =1 P] . @6y

n k—1 2
« 51',‘ —
E (|53 2 (i) — gz )
ni5 4
2, 272 2 2 272 2 2 272 2
< 3Im nbL o E [||zf _ZkHQ] " 3m nbL o E [||Zk —Zk_le] n 3m nbL a E [Hzf_l —Zk_le] .

@n
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Substituting the results of equations 23), 24), (23), 26), and (27) into equation (22, we finally
obtain an upper bound for E || A1 — AK[Z] as

E [HAk+1 _ AkHQ]
< 15mL%E [||[VF — 19%|?] + 15m2L°E [||vF — v*71?] + 15mL°E [||[VF 1 — 19F 712

B g [z - 1847+ R [ — o
WE [[[VE —19%)%] + %;EWE [|ZFH — 1251112
Bom L [kt - 2b)2) + 2 [z g
Pl g - ] + 2 - v
Bt L g vt — 1ot ) 4 PR e gty
Lo L2 g [k - 2] 4 LR [z gk

< 30m*n’L°E [|[VF — 19%|]] + 15m°L7E [||[v" — v~ 11°] 4+ 30m*nL°E [||[VF ! — 1977 1)?]
+30m*n? LK [||Z2*F" — 12" |?] + 45m*n® L°E [|| 2% — 12" |?]
+15m*n? L%’ [|| 27! — 12°71?] + 15m3n®L7E [||z"T — v*|°]
+15m*n? L%’ [||z2F 1! — 2¥|?] + 15m3n®L2E [||2" — vF1||?]
+15m*n?L?a’E [||Zk - ik*1||2]

< 30m*n’L°E [|[VF — 19F|?] + 15m>L2E [||v% — v*71|?] + 30m*n®L°E [ VF ! — 195717

+ 30m?n?L? (3/}2(1 - B)’E [|ZF — 12" |°] + 3p?B°E [|| V¥ — 1vF|?]

+3p°0°E [||S* — 15*||?] ) +45m*n2L2E [| 2% — 12%|%]

+15m*n? L%’ [|| 27! — 12°71?] + 15m3n®L7E [||2"T — v*|°]
+15m*n?L?’E [||2° 1! — 2¥|?] + 15m3n’L2E [||2" — vF1|?]
+15m*n?L?’E [||2F — 2" 1|7
< 120m*n®L°E [|[V* — 19%||2] + 15m>L2E [||v* — v*1?] + 30m*n?L%E [|[VF — 1vF 1%
+135m*n?L°E [||Z* — 12%|?] + 15m*n*L2a°E [||Z" ! — 12F71|?]
+90m*nL?n°E [||S* — 18% ] + 15m3n*L2E [||z" — v*||?]
+15m*n’L?’E [||2F 1! — 2¥|?] + 15m3n®L2E [||2" — vF 1%
+15m*n*L?’E [||2" — 2" 71 |?],

where the second inequality holds because b, m,n > 1 and o < 1; the third inequality follows from
equation (20); the last inequality is due to p < 1 and 8 € [0, 1].

Substituting the above results into equation (Z1]), we have
E [Hsk-'rl _ 1§k+1||2}
< 20°E[IS* — 15°|] + 20°E [|| AFH — AF|?]
< 240m*n’L?p°E [|[ V¥ — 19%|1%] + 30m>L2p’E [||v" — ¥ 1||?]
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+60m*n>L?p°E [|[VF~ — 19%71|?] + 270m*nL?p°E [||ZF — 12¥|?]
+30m*n’ L% p’E [||ZF1 — 12771 ?] + (180m*n®L?n?p® + 2p*)E [||S* — 187||?]
+ 30m3n2i2p2E [szJrl _ {,k”Q] + 3Om3n2i2a2p2E [||Zk+1 _ ikHﬂ
+30m*n2L?p°E [||2F — v* 12| + 30m3n*L2a?p’E [||2" — 2" 71|?]
< 270m*n?L?p? (]E [1Z* —12*|?] + E[|Z2F " — 12" P ] + E [ V* - 19F)?]
+E[VF - 197 ) + (180m*n?L?n* + 2)p°E [||S* — 1% |7
+60m>L%p% (B [|IvF — v*|] + E [|¥* ! — v*)?])

+ 30m3n2E2p2 (E [HikJrl _ ‘7]@”2] +E [||2k+1 _ Zk”Z] +E [sz _ Vk71||2]

+E (|12 - 2. 28)

With the choice of parameters 5 = p, it holds that

, 1 L
(bk Z gnik _ ‘—,k—1||2 + sz o ik_1||2 + 7”‘—/!@ _ Z*||2'
Therefore,
I = oA - 2t - 2P < (10g+ 2 ) )

Combining the results of equations (Z8) and (29), we obtain
E [I85+ - 15"+)7]
< Cop? (E[I1Z" — 1247 ) + E 125" - 12" 7P + B [IVF - 194 + E [IVF - 194 7)] )
+ C3p°E [HS’“ - 15’“”2} +Cup? (E [@’““} +E [@k] +E [@’HD ,

where Cy = 270m?n2L2, C3 = 180m?n2L?n? + 2, Cy = 60(16n + n/B)m>n?L?, and &~ = 0.

C.4 The proof of Lemma[3.5
From the definition of p, it follows that

P2 =14(1 — (1 — 1/v2)/T — Aa(W))2E < 1dexp (—2(1 —1/V2)\/1— Az(W))R) . (30)
where the inequality holds by the fact that 1 — x < e™*.

Therefore, when

R_{ 242 305 12120,

————log <14max{ — 5
2 1—)\2(W) (67 «

367°CiCy 9 p  8CIn? (mPL2||2° —z*|* + 377, [1gi(2")[?)

1-aad' a'l1-a 1—&)ad0 ’
3D
it holds that
, . [a & @@-&& al-a (1-a)ad”
pT < min g o, Yok 2 '’ ) 2 (1127250 2 m 2
3C3° 122Cy " 36n2C1Cy 97 p " 8Cin (m L2||z0 —z* |2 + 30", ||gl(z*)||)
(32)
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We will use induction to prove that the following results hold for £ > 0:

E [0*] < a"o°,

1—a
E Zk_l—k: 2 < ~k+1(I)0
s 14 < L f e
1—-a (33)
E Vk_lfkr 2 < ~k+1q)0
Ve 1947 < e e,
1—a
E Sk_lfk 2 < ~k?+1(b0
I8 — 1547 < 12k,

where a = max{l _Hn 1 %)}

87 2(B+nu
For k = 0, since ||Z° — 12°||? = ||[V? — 1¥°||2 = 0, it is straightforward to verify that the first three
inequalities hold. Next, we verify that [|S° — 15°||2 also satisfies the inequality in (33). It holds that
1
|8 — 18%|? = ||FastMix(A%, W, R) — —11 ' FastMix(A°, W, R)|?
m
1
<At - LarTarye
m
< p?| A%

=0 llei(2%)]
=1

<20” > llgi(2") — gi(z)I” +20° > llgi(z")|?
=1 =1

< 20Pm* L2’ — 2| +20° ) |lgi2")|?,
i=1
where the first inequality holds by Proposition[B.2} the second inequality follows from the fact that

|A— L11TA| < ||A| forany A € R™*%: the third inequality is based on Young’s inequality,
and the last inequality holds due to Assumption 23]

From the upper bound of p? in equation , we have

1_
180 — 1% < — =

AP,
477201 @

For k = 1, according to Lemma [3.1]

E[@l]gmax{1—‘“7 1- E }@0

477 Btnu
i g 0
<max<1l——,1— —— 7 ®".
{ 8 2(B+nu)}

From Lemmas[3.2]and [3.3] together with equation (32)), we have

1—
E[|2' — 12'|?] < 3p%%E [||S° — 18°)] < WQ&Z‘I)O’
1

E [V = 1v!']?] = pE [|Z° — 12°|] + (1 = p)E [|[V® — 1¥°|]*] =0,
and

E[||S' — 18"?] < C3pE [||S? — 18°|]*] + Cup” (E [@'] + E [@°])

& 1-a. (1-a@)a

< COq o —— . PO+, 1)®°

=3 3Cs 47720104 tla 3677201C4 (Oé+ )
L—a& 540

< .

_47720104
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Assume that the conclusion of equation (33) holds for k& < ¢. Then, for k = ¢ + 1, by Lemma[3.1] we
have

E [&"]
<aE[0'] + i (E[|Z' - 12| + E [|Z'7 — 12" P] + B[V~ - 19'7)2] )

1—-a 1—a 1—-a
< . ~t®0 C ~t+1¢0 ~t(p0 ~t®0
sea®ralge Y Y T e T e

t
1 P 1 i 0
<max{1-— 21— max{1— 0 2 L) g
- { 4 ﬁ+nu}( { 8 2(B+nu)})
t
pn o pnp pn P 0
+ 3min — b | max<l——,1— ———— )
{32 8(6+W)}< { 8 2(6+W)}>
pn i . [3un  3pnu })( { n P })t 0
=|max<{1l——,1— 4+ ming —, ——— max<l——1— ———— P
( { 47 5+W} {32 8(6 + ) 8 2(8 + )

t+1
< (max{l i 1_W}) 30
87 2(B+nu)
=a'te’, (34)

where the second inequality is derived using the inductive hypothesis.
For E [||Z**+! — 12" 2], by Lemma it holds that
E [”Zt+1 _ lzt+1”2] S 3;02 (E [Hzt _ 1itH2] —|—E [HVt _ 1‘7t||2] 4 772]E [”St _ 1§t||2])

1—a 1—a 1—a
<3 2 ~t+1q)0 ~t+1q)0 2 ~t+1q)0
=P (401 « + 4C4 @ T 477201
a
9

—
.3. ~t+1q)0
ac, @

- %5}“@0,
where the second inequality holds by the inductive hypothesis, and the third inequality follows
equation (32).
For E [||[V* — 19*71{|2], note that
1p§1%§max{1’”z7,1 ﬁT’;M}—a. (35)
By Lemma[3.2] we obtain

E (|2 = 12"7Y?] < pp°E [|Z° — 12" + (1 - p)E | V* - 15*|7]

1-a. l—a
Spp2 e atH(I)O—&—(l—p) OzH_l(I)O

1 4Cy
l1—-a 1—a 1—a
< . . ~t+1q)0 . ~t+1q)0
<p » 74C1 a +« 7401 «

1-—
= (1— ~t+1q)0
( a+a)— 1C,
l—a 4400
=— )
ac, ¢ T

where the second inequality holds by the inductive hypothesis; the third 1nequahty follows equa-
tion (32)) and equation (33); the last equality is based on the fact that 1 — & + o = G

For E [||S*™ — 18" 2], by Lemma it follows that
E [”StJrl - 1§t+1||2]
< Co? (B2~ 127 + B2~ — 12 2] + E[[V* — 197 + E[|V*! —19'4)] )
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+ C3p°E [||S' — 18"|]?] + Cyp® (E[@'T'] + E[@'] + E[®''])

1-a 1—
< Cop? -4 ——LGt0 4 Oyp? 2

~t+1(b0 C 2.3. ~t—1(I)O
4C, 120y s

% 1—a a 1—a (1—a)a
< 40, - ~t(I>O . e ~t+1(1)0 = T 030, - ~t—1(1)0
= 2pc, Y ae Y T O mpa TR
L—a& 050
_ o
4?720106 ’

where the second inequality follows from the inductive hypothesis and equation (34)), while the third
inequality holds due to equation (32).

This completes the proof for the case k = ¢ + 1. The conclusion of Lemma [3.3]is established by
induction.

C.5 The proof of Lemma[3.6
Under the parameter settings of Lemma 3.6} it follows from equation () that

|28 — 2*||2 = ||z — 2|2 — ||Z2F T — 28| — 29(8F — g(z*), 2" — 2*).
Note that 6% = ]Efk [5’“] , by equation , we have

(0" —g(z"), 2" —2")

3nL?

72,2
> 1252 3nL a

(1+a?)|Z" - |1ZF =1z 2

1
+(g(@") — g(@ ), 2" —2") — 2’ L?||2" — 2*7|* - glli’“+1 —2"|?

3
—alg(@' ™) - g(z").2" —2) + L2 2|2
Therefore, it holds that

6nnL?>

20 — 2| < 12 — 272 = 2 — 2P + 2 (14 02) |20 — 152

6nnLa? _ o _ _ _ "
+ Lzt - 122 — 2 (g () — g(7 ), 2 — 27)

+2a(g(z"") — g(z"),2" —2) + 4P’ L?|2" — 2"
1 3
+ EHZkH —z")? - i/mHikH — |2

Rearranging the above equation, we obtain

1 3,[,L _ % 3 _ _ — — — *
(342 1t = L+t = 2P + 2gla") - ()24 - )

Lo e L e
< ;llzk —2"|* + dna’L?|2" — 2" + 20(g(2" ) — g(2"), 2" — 2%)

6nL?

6nL2a?
12k||2+u

+ (1+a?)|2* - |ZF-1 —1z%1)2.

Based on the parameter settings, we have
1 1 3 3
= < (1—pn) < + M) and 4no’L? < —a.
U no2 4n

Thus, the following inequality holds:

L 3p\ _k * 3. - - ~ - x
(543 1t = o+t = 2P + 2gla") - (0,2 - )
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1 3/“[’ = * 3 = Sk— FR— = > *
< (1 pm) (n - 2) I =2+ a2 — 2P 4 20(g( ) — g(a), 2 o)

12nL2

+ (I1Z* — 12" + (|21 — 1271)%)

that is,

12n L2

Tl < quk 4 (I|Z% —12%|> + || Z2F 1 — 12 1)?) . (36)

Next, we bound the consensus errors. For [|Z*+1 — 1zF+1||2, similar to equation , we have
|ZMF — 1212 < 2072 — 128|)? + 200 S” — 15%|1%. (37)
For [|[S¥+1 — 15%+1||2, according to equation (21), we have

841 — 18512 < 27)8% — 15¥] 4 207 AR — AF|2,

Note that

i (2 *) — o (gi(zy ™) — gil2))) — (&i(2)) — a (gi(2)) — gi(fol)))Hz
< 3lgi(zi ™) — i(z))I” +3a® iz ™) — il2)I” + 3a®|gi(2]) — gz I
< 6mL?|z ! — 27 |° + 3mL? |z — 2|
< 18mL?||zF+ — 2" 12 4 18mL?|2¥ — 2¥|? + 18mL?||z" T — Z2F?
+9mL?||zF — 2%||? + 9mL?|zF ! — 2" Y2 4+ 9mL?||z" — 2F Y%,

where the first and third inequalities hold due to Young’s inequality, while the second inequality
follows from equation (6).

The term || A*+1 — A¥||2 can be upper bounded by
”AkJrl _ AkH2
m
=3 [l — o (i () — giah)) — (gi(2h) — o (gileh) — gilzE)|
=1
< 18mL?|ZF! — 1212 + 18mL?| 2% — 12F || + 18m> L2 ||z" ! — 2|2
+9mL?||Z* — 12" (|2 + 9mL?||ZF 1 — 127712 + 9m? L2 |27 — 212
< 18mL? (2p°||Z" — 12"| + 2p*n?||S* — 18" ||?) + 27mL?| Z* — 12" |
+ ngZHZk:fl . 12k71”2 + 18m2i2||2k+1 B ZkH2 + 9m2E2”2k . 21<71H2
< 63mL%||Z* — 12" ||> + 9mL?|ZF 1 — 12" + 36n°mL?||S* — 15%|2
+18m* L2(|z" T — 2¥|]° + 9m? L 2" — 2F 1|7,

where the second inequality is based on equation (37). Recalling the definition of U, it holds that
UF > 1/(2n)|z" — 212,

Thus, the consensus error ||[S¥+1 — 15%%1||2 has the following bound:
851 — 18412 < 2S¢ — 15¥2 + 26 A — AY2
<126mL?p? (||Z% — 12"|* + ||Z2F ! — 12771 ?) (38)
+ (720*mL? + 2) p?||S* — 18" ||? + T2ym?L?p? (TFH! + TF) .
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Similar to Lemma[3.5] we proceed to prove the conclusion of Lemma[3.6]using induction. Letting

2412 3(72n°mL* +2) 20736n*m>nl* 4
= | ———==log| 14 max

24/1 — X2(W) — &1 ’ uz(l_M)Q’l—%’

2

2

7560>mL>  96nynL?(m?L?||z° —z*||* + 37, |lgi(z")]?)

2
-2 (=) v
(39)
it holds that
1— &n 2(1—#n 2 1—&n
? < min 2 7 12 ( 2)_, 2
3(72n*mL? +2)" 20736n%m?nL* 4
) (40)
D M (S L |
756m>mL?’ 96nnL?(m2L?||z0 — z*||2 + Y, [|gi(z*)[?)

For k = 0, we have

m 2
SO _ 15912 < p2||AC12 < 2,2m2L2120 — %12 + 2,2 (2|2 < K- (1_&)\110.
I° = 1817 < PIATP < 2 D = 2P+ 2 3 e < gz (1=

For k = 1, we have

Ul < (1 um)¥° < (1—% 0o,

2 2
12! —12')? < 205718 — 182 < L (1= ) e,
48n L2

and
IS — 18"||* < (T2n*mL? + 2) p*||S° — 18°||* + T2nm>L*p” (T' + ¥°)
- 1-4) p? )
< (r2pmI? 1 7). L : ,(1——)\110
< (P2mlE+2) o e v 2] 1D 2
)
(1=
20736m2m?2nL*
2

2
< (1—@) 00,
48nnL?

+ 72nm*L* - 290

Assume that

k
ok < (1 — %) o0,
’u27z <1 B M)k‘-i-l \IIO
48nL? 2
2

k+1
o)
48nn L2 2

holds for all £ < t. Then for k = ¢ + 1, we have

12nL2
+ -

|1Z* — 12"

IN

bl

Is® — 15"

IA

U < (1= ) (2 — 12| + |20 = 12t 1)?)

p\t o 12nL? U] AN
<(1- (1——)\11 o.M (1——)\1/
< (1= pum) 2 Tt 48nL? 2

pn\
- 1_7) 0o,
(1-5
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where the first inequality is based on equation (36) and the second inequality is due to the induction
hypothesis.

For ||Z* — 1z*||?, it holds that
||Zk+1 _ 1Zk-+1||2

< 207 Z" — 12°|2 4 2077 " — 18*2

_ b 2 t+1 1— 41 2 t+1
SQ.( ) /] (1_M> \1/0_’_2.@.772. K (1_ﬂ) g0
4 48n L2 2 4 48nnL? 2
2 t+2
=21 (1 - @> 0,
48n L2 2

where the first inequality is based on equation (37)) and the second inequality is due to the induction
hypothesis and equation (40).

For ||St*! — 15T1||2, it holds that
HSt+1 _ 1§t+1H2
< 126mL%” (| 2" — 12"|* + | 2" 7" — 12" |?)
+ (T20*°mL? 4 2) p?||S* — 187 + T2ym2L2p? (TFH! + TF)

i 2
<126mi2-(1_%) Lo, K (1—@)t\1/0

756m2mL?2 48nL>2 2
. 1-41) % NGs.
72n°mL? +2) - ( 2 . 7(1_7) QO
(ML 2) e T 1 3) Bl 2
2 pn\2
) p\
72 2L2~—2_~2~(17—) o0
e T3 men Lt 2
2 t+2
)
48nn L2 2

where the first inequality is based on equation (38) and the second inequality is due to the induction
hypothesis and equation (@0).

Thus, the conclusion of Lemma [3.6 holds by induction.

C.6 The proof of Theorem 3.7

In this section, the upper bounds in Theorem [3.7] are proved based on the linear convergence of the
Lyapunov functions and the consensus errors established in Lemmas [3.5]and 3.6

Casel: L < /mnL.
By Young’s inequality, for any ¢ € [m], it holds that
2 —2||* < 2||z{ — 2% |* + 2)| 2" —2*|*.

According to Lemma[3.5] we have

1 =K ow2 K
SB[l — 2] <E[0F]

K

1 g 1 3u 5+nu> 0 2

<|max(l——,1— ——— -4+ —+ z —z|",
( { 8 2(5+W)}) (n 2 pn | |

and
E[||z{ —2"|*] <E[|Z" — 12" 7]

1 — 6( ~K
< +1¢0
— 4C; @

2 PO K
<2 (max{1_/“7,1_W}) ,
3 8 208 +nu)
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where the last inequality holds by C; > 3/(87).
Therefore, for any i € [m],

un pnp "
E[||zf—z*||2]=o((max{l—871—2@%)}) )

By the fact that 1 — 2 < e~ %, the number of iterations for E [[|zF — z*|?] < eis
1 1
w20 (o ') ()
pn o ppn €
1 1 1
ol (1)
pn - p €
L 1
0 (log <>) | @1
w €

LIFO Calls: Under the parameter settings of Lemma [3.1] the expected LIFO calls have the upper
bound:

O (mn + (pmn + (1 —p)b)K)
= O (mn+ (pmn+b)K)

o (bl [emn{ ] n(2) o

oo vet)on (1))

Computation Rounds: In each iteration, the number of computation rounds depends on the node
with the maximum computation rounds, that is, max;e ;] Z?Zl 55’ ;- Therefore, we first bound

E[maxie[m] 2?21 fz’i]]
Lemma C.1. Let Y; = Z?Zl &ij, where &;; ~ Bernoulli(q) are i.i.d. random variables, so that
Y; ~ Binomial(n, q). It holds that

E {max Yl} < 2nq + logm.

i€[m]

Proof. Firstly, we show that Y; is locally sub-Gaussian [15]. For all ¢ € [—1,1], the moment
generating function of Y; satisfies

B[] = E [e! i1 6]
=((1—q)+qe")"
<(Q-q) +q+t+t3)"
= (1+qt+q?)"
§ enthrnqtz.

where the first inequality holds due to e* < 1+ 2 + 2%, 2 € [~1,1], and the second inequality
follows 1 + x < e”.

Then we have

exp <]E {t max YJ) <E [exp <t max Yl)} =F {max etYi] < ZE [etm] < menqt+nqt27
1€[m] i1€[m)] 1€[m] —
where the first inequality is based on Jensen’s inequality.
Letting ¢t = 1 and taking the logarithm of the inequality, we have
E {m[ax] YZ} < 2ng + logm.
i€(m
This completes the proof. O
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We now derive the upper bound for the expected computation rounds:

Oln+|pn+(1-p) m[ax]zg K
i€

(n+ (pn + 2nqg + logm) K)

@( L

oo ({4 (] ) )
oo 3+ (1)

oo 55 ) (1),

where the first step follows from Lemma and 1 — p < 1, the second step from ¢ = b/mn, and
the third step from the choice of parameters p and b.

(43)

Communication Rounds: Based on the value of R in equation (31), we have

~ 1 N
RO(l—)\g(VV)> =0 (VX).

Therefore, the communication rounds can be upper bounded by

KR=0(/xXK)=0 <‘/§L og <1>) : (44)

€

CaseIl: L > /mnL.

When L > \/mnL, similar to the proof of equation (41}, we can upper bound the number of iterations
based on Lemma Specifically, the number of 1terat1ons for ||zX — z*||? < eis

w-o((3) ()
o(bm()

LIFO Calls: Under the parameter settings of Lemma 3.6 the LIFO calls required for each iteration
are O(mn). Therefore, the total LIFO calls can be upper bounded by

0 unt) -0 (" 10 (1) ”

Computation Rounds: For each iteration, the computation rounds per node are O(n), and thus the
total computation rounds are bounded by

0<nK)=0(TLL10g(1>). 47)

Communication Rounds: Under the parameter settings of Lemma it holds that R = O (,/x).
The communication rounds are bounded by

KR=0(\/xK)=0 <\/§L log (1>) . (48)

€
Finally, combining the results of Case I and Case II, we obtain that for any 0 < L < L, running

Algorithm 2] with appropriate parameter settings can find an e-suboptimal solution at each node, with
the expected LIFO complexity of

O (e B Y (1))
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the expected computation rounds of

o (o £ttt} (1)

ﬂ 6
o5 (2)

and the communication rounds of

D The Proofs for Section 4]

In this section, we will establish the complexity lower bounds presented in Sectiond The proofs of

Theorems [4.2] [4.3] and {f.4] are provided in Appendix [D.2]and [D.3] respectively.

D.1 The Proof of Theorem

Luo et al. [47] established the LIFO complexity lower bound for the single-machine finite-sum
problem. We extend this result to the decentralized setting and derive lower bounds with respect to

the smoothness parameters L and L.

Letd, = dy = d and N = mn. Without loss of generality, the algorithm can be assumed to start at
(x°,y%) = (0,0). Following Luo et al. [47], we consider the function H : R? x R? — R defined as

Y 2 Y 2
H(x,y;7,d) = 5 [x] +XT(By—C)—§HyII :

where

-1 1
c= (u),O,O,..,,())T andw = (/72 +4—7)/2.

To characterize the zero-chain property [58]] of H, we define subspaces Fj, as

span{ej,eq,...,ex}, k=1,...,d,
© Lo, k=0,
where {ej, ...,e4} is the standard basis of R?.

Following lemma characterizes the properties of H.
Lemma D.1 (Luo et al. [47, Lemma 13]). The function H has following properties:

1. H is \/8 + 2y2-smooth.

2. Fork < d, if (x,y) € Fi X Fi, then (VxH (x,y),VyH(X,¥)) € Frt1 X Frt1.

3. Letr = (2+ % — y\/72 + 4) /2. The saddle point of H is

x* = (r,r%, ... ,rd)T,

*
y —w<r7r7...,r A

4. Fork < d/2and (x,y) € Fi X Fy, it holds that

® (|2 _ %112
=[P+ fly —yIP

e
P+ Iy T2

r
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Lemma D.2. For the parameters L > L, min{L? mnL?}/u? > 10mn, and ¢ < e~ /2, there
exists a hard instance satisfying Assumptions[2.1H2.4] In order to find an e-suboptimal solution, the
LIFO calls of any LIFO algorithm is lower bounded by

(et (1)

Proof. Recalling that N = mn, we define a matrix sequence {U;}, such that U; € R¥>*Nd,
U, U] =1, and U; U;'— =0forany 1 <1 # j < N. we set parameters as

. - N ~ N 1 1
i2 = min{I2, NI}, y= | A= d{log(ﬂll
L?2/u? — 2N vy ¥ 2¢e

A hard instance f : RN x RN — R can be constructed as f; ;(X,¥) = f(i_1)xn+; (X, ¥), where

The global objective function f(x,y) is given by
m N

flxy) = Zwaxy Z (Uix, Usy)

i=1 j=1 i=1
)\ al ;\ Av
T T T _ 2
x| <ZU > (21; BU)y s

Basedon A = N /7, it is straightforward to see that f is p-strongly-convex-p-strongly-concave.

Then, we verify that the function satisfies the smoothness Assumptions [2.2]and [2.3]
It follows that, for any (x1,y1), (X2,y2) € RV x RN4,

IVsf (x1,51) = Vief (32, 52) 1 + [ Vy f(x1,31) = Vy flx2,52)|°

2 N
% Z (Vyfi(XI»YI) - Vyfi(x27y2)>
i=1

2

2

+

N
% > (vxfi(XI»YI) - foi(XZaYQ))
i=1

)\2

z:UT VxH(U;x1,U;y1) — Vi H(U;x2,U;y2))

2

+ ZU: (VyH(Uixy, Uiy1) — Vy H(Uixz, Uiys))
i=1

)

52 Y
=Nz Z (HVxH(Uin,Ui}H) — Vo H(Uixy, Uiya) |
+[IVyH(Uix1, Usyr) — vyH(UiX27UiY2)H2)

A2(8 4 292) N
< 2L S (10— )l + 0331 o)1)
=1

A2 8 + 242

= % (IIXl — %o* + [y — y2||2)
I:Q 2 2

= 5 (I =2 + Iy = 2 )

2 2
< 22 (et = el + llys — yall*)

where the first inequality holds by Property 1 in Lemma[D.T]and the second inequality follows from
the setting of L.
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Meanwhile, for any (x1,y1), (X2, y2) € RV x RN it holds that

1
mmn

Z <||fo1 (x1,¥1) = Ve fij(x2,72) |1 + | Vy fi (X1, ¥1) — vyfi,j(x27YQ)||2>

Jj=1

i1

I
=
M=

Il
i

%

U] (VxH(Uix1, Usy) — VxH(Uix2any2))||2

I
=%
M=

(Hfoz X17Y1 xﬁ(X2,Y2)H2 + Hvyfi(xla}ﬂ) - Vyﬁ(xzﬂz)Hz)

.
Il
-

+HUT(VyHGLXuUan)VyHULXmILyﬁNf)

N
Z (”V H(Uixy, Uiy1) — Vo H(Uixz, Usys) |*

=l

+||VyH(U;x1, Uy ) — Vi H(U %o, Uz‘Y2)||2>

IA

i 2 N
%Z (||Uz-(xl —x2)[* + [ Uiy —Y2)||2>
i=1

A2(8 + 272
= XELE2 (e, sl + s~ vl ?)
= 22 (Ix1 = xall” + 31 = al*)
< 2 (Ilx1 = xel* + ly1 = yall*) -

For any LIFO algorithm with at most | Nd/2 | LIFO calls, by Property 2 in Lemma- the variable x
has at most [ N'd/2] non-zero coordinates. Therefore, there exist an index i¢ such that U; x € Fy/s.
Then by Property 4 in Lemma[D.T] we have

E[llx = x**+ly =y*[?] = E [ Ui, (x = x| + Uiy (v = y)II?]
rd/2 2 2
> (10 4 ULy 1)

,,,d/2 ) 1— p2d
> —r
- 2 1—1r2
/242

2 b
where the third inequality holds by the Property 3 in Lemma[D.1] i.e., U;yx* = (r,72,...,r%) 7.
Note that

>

(S +2)log(1) = <§+mmg UGhs daa
<@y 7+V7 4
2
<(g+%%7+U,

where the first inequality follows the fact that log(l + z) < x and the second inequality
holds by va+b < \/a + Vb for a,b > 0. Since min{L? NL?}/u?> > 10N, we have

= \/8N/(IA/2//¢2 — 2N) < 1, which further implies

(g +2)log(1/r) < (d+4)y < log(1/2e¢).
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Thus, when the number of LIFO calls is less than | Nd/2], we have E [[|[x — x*||* + [y — y*|*] > €
Then the LIFO calls to find an e-suboptimal solution is lower bounded by

won (e (1)) o (P ()

This completes the proof of Lemma|[D.2] O

For the case min{L?, mnL?}/u? = O(,/mn), we have the following lemma.

Lemma D.3. For the parameters L>1I, L/u > 2, and e < 1/8, there exists a hard instance
satisfying Assumptions In order to find an e-suboptimal solution, the LIFO calls of any LIFO
algorithm is lower bounded by Q)(mn).

Proof. Let x; and y; denote the i-th coordinates of the vectors x and y, respectively. Consider the
functions f; ;(X,y) = f(i—1)xn+;(X,¥), where

FL

Fioey) = B+ Y, 12 By YR gy

fori € [mn] and L = /L2/2 — 1:2. It follows that the global objective f(x,y) : R™" x R"™" — R
takes the form

i y i
12 = By — — 12
e~ 1P = Gy = 5y 1)

It is clear that f is p-strongly-convex-u-strongly concave and the saddle point (x*,y*) satisfies

_ By
76 y) = B +

L
—1.
L+ /mnu

For any (x1,y1), (X2,y2) € R™ x R™", we have

X:y:

n

1 m
— D (Hvx.fi,j(xlaYI) — Vi j(%2,y2)|* + | Vy fij (x1,31) — Vyfi7,j(X2,yQ)||2)
i=1 j=1

1 o ~ ~ ~ _
= Z (Hvx.fi(xlay1) — Vi, y)I” + [ Vy fi(xa,y1) — vyfi(XhYl)HQ)
1 mn R A
= LS (s —xa) + vimLece] (x1 - xo)|F + (s~ v2) + VimnLese] (31 - v2)l?)
i=1
1 mn
< — 3" (26lx1 = xo|? + 2mnLeie] (x1 — o)

=1

#2122 y1 = y2ll? + 2mni?ee] (vi — o)1)
=2(L% + %) (IIx1 — xa* + [lyr — yall*)
= L? (|lx1 — x2]* + [ly1 — yell) -
Thus, the function set { f; ; };n]ll is L-mean-squared smooth (L < L) and f is L-smooth.

By the zero-chain property of f, if the LIFO calls are less than mn /2, it holds that

E ([l — x| + ly = y*[I”]

Smn L2

T2 (LA /mnp)?
mn i‘/?

>

2 202 4 2mnp?
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mn L?/2 — p?
L2 — 242 4 2mnpu?

2
:m<1_ 2mn )
4 L2/u? + 2mn — 2
>_mn 1o
~4(mn+1) — 8

3

Therefore, the LIFO calls to find an e-suboptimal solution is lower bounded by Q(mn). O

Combing the results of Lemmas and for the parameters L > L, L/u > 2, and € < 0.003,
the LIFO calls of any LIFO algorithm is lower bounded by

0 (- MLV (1),

D.2 The proof of Theorem[4.3]

For any decentralized LIFO algorithm, it can perform at most m LIFO calls in each computation
round. From the conclusion of Theorem 4.2, it follows that the LIFO calls are lower bounded by

min {mnL, /mnL 1
Q(mn—i— { }log <)> .
I €
Therefore, the computation rounds have the lower bound

(& (o e (1)) o i {nte o os (1)

m I € I €

(50)

Another instance is a direct extension of the single-machine setting [89]. For all i € [m] and j € [n],
define

VL2 — 2 L? —pi? [ [
fi,j(xa y) = f(Xa y) = fXTAy + 4,“’ eiry + §||X||2 - §||Y‘|27 (51)

where

A = .. .. GRdXd.
1 -1
1

It can be verified that the function defined in satisfies Assumptions and asall f; ;
are L-smooth. From the single-machine case [[89]], it is straightforward to deduce that the algorithm
requires at least 2( L/ log(1/¢€)) iterations to achieve an e-sub-optimal solution. Since each iteration
requires at least one computation round, this implies a lower bound on the computation rounds of

Q (L log <1>> . (52)
I €

Combining the results of equations (50) and (52), it follows that the computation rounds have a lower

bound of
Q (n N <L N min{nL, \/n/mL}> log <1)> '
7

I €

48



D.3 The proof of Theorem4.4]

The main idea of proving the lower bound on communication complexity is to extend the difficult
examples constructed by Zhang et al. [89] to the distributed setting. First, we divide all nodes into
three sets Vi, Va, and Vs, where | V1| = |Vo| = [m/3], and |V3| = m— V1| —|Vs|. Letd, = d, = d,

L? = (L% = p)[Va|/(2m).
10 1 -2
1 -2 10
A, = , A, = GRdxd7

and A = (A; + As)/2. Fori = 1,2,...,m, the functions are constructed as f; 1(x,y) = -+ =
Jin(x,y) = fi(x,y), where

(L L7 H Iz :
i\ A el SIxl? = Sllyll?, ieV
Vil X Ayt 4Me1 Y> + 2||x|| 2||yH L ieV,
fitey) = m L T Foonz — Hionz - (53)
- - A H K
] | 2% A2y | 3 el = S Iy 11, i€ W,
H v ’
Elixi? - Ly, -~

Then the global objective function takes the form

L L? 1 1
flxy)= §XTAy + @efy + 5lxl” = Sllyl*

We wi 11 prove that the constructed functions are L-mean-squared smooth, thereby satisfying Assump-
tions |2 and- 2.3| For any x1,X2,y1,y2 € R?,

% > <||VXfi,j(X1ay1) — Vi fij (%2, ¥2) I + IVy fij(x1,y1) — Vyfi,j(x2a§’2)||2>

i=1 j=1

%Z <||foz x1,¥1) = Vafi(x2,¥2) > + [ Vy fi(x1,31) — Vyfi(XZ,y2)”2>

=1
1 f, 2 i 2
m m
i = — _ ZA _ _
m & V] 4 Ai(y1 —y2) + p(x1 — x2) \V1| 1 1( —x2) — p(y1 — y2)
1 i ? i 2
m m
+ — ——A — + p(x1 —x — ZAJ(x; —Xa) — —
w2 | [ aAstn =y bata x|+ | g Al —x) — u - 3)
1%
# el (Hxl—mn F v - y22>
m L2 2 T 2
= Wi 16 [A1(y1 — y2)lI” + Ay (x1 — x2)|

m L2

+ Vs 16 <|A2(Y1 —y2)|? + [|A3 (1 — X2)||2> + 1’ <|X1 — x|+ |ly1 — y2||2>

2m
< (W'LZ +u2> (It — ol + ly1 — y2?)
— 2 (1 = xl? + lys — yall?),

where the inequality holds because ||A1|]2 < 4, ||Az|2 < 4 and | V1| = [Vs.
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For a decentralized algorithm starting at (x°,y®) = (0, 0), its communication complexity depends
on the distance between V; and V5 on the graph, which is denoted by D(Vy,V,). Based on the
zero-chain property of the constructed function, the following lemma holds.

Lemma D.4. Consider the minimax problem with the objective functions (53). For any algorithm
satisfying Definition after R communication rounds, the algorithm’s output has only the first
| R/D(V1, Va)] coordinates non-zero, while the remaining d — | R/ D(V1,V2)| coordinates are zero.

Proof. Initially, for a variable in V;, transmitting it to Vs, requires at least D(Vy, V5) communication
rounds. According to the constructed function , nodes in V5 will maintain x = y = 0 until
receiving values from V;. Similarly, the nodes in V; will have at most the first coordinate non-zero
until they receive the non-zero values returned from V5. (Nodes in V3 do not contribute to increasing
the number of non-zero coordinates.) In subsequent steps, each additional non-zero coordinate
needs at least D(V;,Vs) communication rounds. After R communication rounds, the output of
the algorithm will have only the first | R/D(Vy, V2)| coordinates non-zero, while the remaining
|R/D(V1, V)] coordinates are zero. O

The following lemma establishes a lower bound on the distance between the current point and the
optimal solution.

Lemma D.5 (Zhang et al. [89, Theorem 3.5]). For d > max{4k,2log(:/4v/2)} and (x,y) €
Fi x Fy, it holds that

Wy — v |?
T )
16

where 7= (24 1) — /(2 + )2 —4)/2 € (0,1) and 1 = 4>/ L2,

E[lx = x|+ lly - y*[*] >

Combing the result of Lemma it holds that for any decentralized first-order algorithm satisfying
Deﬁnition the output (xZ,, yZ,) after R communication rounds will satisfy
0 * (|2
* * vy Y Y
B [k, — x 12 + vl — 3] 2 vt | T L (54)

Lemma D.6 (Yuan et al. [88| Theorem 1]). For any m > 2 and Ay € [0, cos(m/m)], we can always
construct a ring-lattice graph so that the mixing matrix W satisfies Assumption|2.4|and Ao(W) = o,
and the diameter of the graph satisfies

D(V1,Vs) = Q(VX) -

With the above lemmas, we proceed to prove Theorem {.4]

Proof of Theoremd.4) By equation (54), to find an e-suboptimal solution, communication rounds R
are lower bounded by

[y — y*|? 1
> 2 -
R— D(VlaVZ)log < 16¢ /1og7_

For any = > 0, it holds that (log(1 + x))~! > z~!. Thus, we have

r2) = (o ()




off)

Based on the fact that L2 = (L2 — 12)|V1]/(2m), where | V1| = |m/3] and L > 2, it follows that

L= Q(L). Therefore, for any decentralized LIFO algorithm, the communication rounds have the
lower bound:

16¢

—Q (D(Vl,v‘z)ilog <1>>
(i)

where the last step holds by Lemma [D.6]

0 _ *|2 1
R > D(V1,Vs)log (llyyll) /log =

51
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