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Abstract

The advancement of Large Language Mod-001
els (LLMs) has brought substantial attention002
to the Chain of Thought (CoT) approach, pri-003
marily due to its ability to enhance the capa-004
bility of LLMs on complex reasoning tasks.005
Moreover, the significance of CoT approaches006
extends to the application of LLMs for multi-007
modal tasks. However, the selection of optimal008
CoT demonstration examples in multi-modal009
reasoning remains less explored for LLMs due010
to the inherent complexity of multi-modal ex-011
amples. In this paper, we introduce a novel012
approach that addresses this challenge by us-013
ing retrieval mechanisms to dynamically and014
automatically select demonstration examples015
based on cross-modal and intra-modal similari-016
ties. Furthermore, we employ a Stratified Sam-017
pling method of categorising demonstration ex-018
amples into groups based on their types and019
then retrieving examples from different groups020
respectively to promote the diversity of demon-021
stration examples. Through a series of experi-022
ments on two popular benchmark datasets: Sci-023
enceQA and MathVista, we demonstrate that024
our approach significantly improves the per-025
formance of GPT-4 by 6% on ScienceQA and026
12.9% on MathVista, and enhances the perfor-027
mance of GPT-4V on two datasets by 2.7%,028
substantially improving the performance of the029
most advanced LLMs and LMMs for complex030
multi-modal reasoning tasks.031

1 Introduction032

The field of Natural Language Processing (NLP)033

has experienced significant advancements due to034

the emergence of Large Language Models (LLMs),035

which have reshaped the landscape of many tasks036

for their extensive capabilities. A key technique037

that has contributed greatly to the success of LLMs038

is the Chain of Thought (CoT) technique, as docu-039

mented in prior studies (Wei et al., 2022a; Kojima040

et al., 2022). This technique becomes particularly041

crucial, especially when applied to multi-modal042

Problem

Question: Find the value of the square in the  
figure. 
Answer: The answer is 2.

Vision

CoT-2-shots

VisionQuestion: How much  
money does Ruth need  
to buy a baking dish, a  
casserole dish, and an  
ice cream scoop? 
Solution: ...Ruth needs $13.00.

VisionVision

Answer

Question: What is the  
largest city in the  
nation where this plane  
is headquartered? 
Solution: ...
The answer is Tokyo.

The missing number in the brain teaser  
is 6.

MM-Retrieval

Answer

Question: What is the  
value of the smallest  
individual bar in the  
whole chart? 
Solution: ...
The answer is -6.

Vision

Question: Find the size  
of angle x in the figure. 
Solution: ...Therefore,  
angle x is 24 degrees.

Vision

To find the value of the red square in the
figure, we need to analyze the given
equations. 
1. A blue circle plus a red square equals 5. 
2. A yellow triangle plus another yellow
triangle equals 8. 
3. A blue circle plus a yellow triangle  
equals 7. 
Let's assign variables to the unknown
values: 
Blue Circle (A), Red Square (B) and Yellow
Triangle (C). 
From the given equations, we have: 
A + B = 5; 2C = 8, thus C = 4; A + C = 7. 
Substituting the values we know, we can
solve for A: 
A + 4 = 7, thus A = 3. 
3 + B = 5, thus B = 2. 
Therefore, the value of the red square is 2.

Figure 1: Our MM-Retrieval approach dynamically re-
trieves demonstrations based on the question. Compared
with CoT, it has better adaptability and can stimulate the
reasoning ability of LLMs. The red D1, D2 represent
demonstrations retrieved based on the question, while
the blue D1, D2 represent the fixed samples regardless
of the question.

tasks. One of the most prominent applications is 043

multi-modal question answering, which involves 044

reasoning with both text and images (Zhang et al., 045

2023c; Lu et al., 2023b; Lyu et al., 2023; Li et al., 046

2023e). However, as researchers delve further into 047

the integration of CoT with LLMs (Wang et al., 048

2022; Zhou et al., 2022; Zhang et al., 2022), the 049

selection of appropriate demonstration examples 050

to guide multi-modal reasoning emerges as a recur- 051

ring challenge. Given that multi-modal examples 052

often combine the complexities of both text and 053

visual data, identifying the most relevant and in- 054

formative examples is a non-trivial task (Bar et al., 055

2022; Li et al., 2023b,a). 056
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Figure 2: Results on different categories of ScienceQA (Lu et al., 2022) and MathVista (Lu et al., 2023a). Our
proposed approach obtains substantial improvements over previous baseline models including CoT (Lu et al.,
2023b), PoT (Lu et al., 2023a) and Chameleon (Lu et al., 2023b) on GPT-4 foundation models.

To address this issue, our paper presents a new057

method that utilizes retrieval mechanisms to select058

demonstration examples both dynamically and au-059

tomatically. As shown in Figure 1, relevant and060

informative demonstration examples retrieved by061

our approach can elicit the reasoning ability of062

LLMs and lead to the correct answer. An overview063

of our proposed approach is shown in Figure 3.064

Our approach primarily focuses on utilizing cross-065

modal similarity and intra-modal similarity. We066

leverage these similarities to retrieve demonstra-067

tion examples with the aim of enhancing the CoT068

reasoning process with more relevant demonstra-069

tion examples on multi-modal tasks (Zhang et al.,070

2023a; Sun et al., 2023). To further ensure a more071

comprehensive and diverse selection, we innova-072

tively utilize Stratified Sampling (Liberty et al.,073

2016). This simple but effective method involves074

sampling in sequence according to the group to075

which the retrieval sample belongs. By sampling076

from different groups, we aim to provide LLMs077

with a diverse range of examples, thus improving078

the overall quality of multi-modal reasoning.079

To evaluate the effectiveness of our proposed080

approach, we performed extensive experiments081

on two benchmark multi-modal QA datasets, Sci-082

enceQA (Lu et al., 2022) and MathVista (Lu et al.,083

2023a). These experiments demonstrate that our ap-084

proach substantially enhances the performance of085

LLMs, establishing a new state-of-the-art in multi-086

modal reasoning tasks. On the ScienceQA and087

MathVista dataset, our approach has shown sub-088

stantial improvements, as illustrated in Figure 2.089

For the ScienceQA dataset, the ChatGPT-based090

and GPT-4-based retrieval methods outperform the 091

state-of-the-art Chameleon by 4.8% and 4.4% re- 092

spectively. With more demonstrations, the optimal 093

performance of ChatGPT-based and GPT-4-based 094

methods can reach 86.4% and 92.5%. For GPT- 095

4V, our method can achieve an average accuracy 096

improvement of 2.7% compared to the zero-shot 097

setting. Furthermore, our approach also demon- 098

strates superior performance on MathVista dataset. 099

Our approach based on ChatGPT and GPT-4 ob- 100

tains substantial improvements of 8.4% and 13.6% 101

respectively. Moreover, our approach can further 102

boost the performance of the most advanced LLM 103

- GPT-4V, improving its overall accuracy on Math- 104

Vista by 2.7%, which demonstrates the effective- 105

ness of our approach. 106

We also conducted comprehensive experiments 107

on the contributions of each part of our method, 108

including the visual information, retrieval mecha- 109

nism, and Stratified Sampling. Additionally, we 110

conducted detailed analysis to study the influence 111

of varying the number of demonstration examples, 112

providing valuable insights of how our proposed 113

approach works with LLMs for multi-modal tasks. 114

2 Related Work 115

2.1 Retrieval-Augmented Generation for 116

LLMs 117

Retrieval-augmented generation (RAG) for LLMs 118

represents an important advancement in enhancing 119

the generative capabilities of models by integrat- 120

ing external knowledge sources. Early works such 121

as REALM (Guu et al., 2020) and RAG (Lewis 122
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Question 𝒙𝟐

Retrieved Demos

Demonstration Pool Demos Construction

Large Language Model

Question 1

Which property do these three objects have in 
common? 
(A) transparent (B) fuzzy (C) yellow

Test Question

Which property do these two 
objects have in common? 
(A) rough (B) stretchy

Question 2

What type of rock is scoria?
(A) igneous (B) metamorphic (C) sedimentary

Question n

…

…

Question 𝒙𝟏

Which property do these three objects have in common? 
(A) transparent (B) fuzzy (C) yellow

Demo 1

Which property do these three objects have in 
common? 
(A) transparent (B) fuzzy (C) yellow
CoT: An object has …
... 
Therefore, The answer is B.

Test Question

Which property do these two objects have in 
common? 
(A) rough (B) stretchy

…
Cross-modal Retriever

MM-Retrieval Module 

Text-modal Retriever

Image-modal Retriever

Test Answer

CoT: An object has different properties …
…
The property that both objects have in common is 
rough.
Therefore, the answer is A.

Demo 2

…

Figure 3: An overview of our proposed multi-modal retrieval method. We employ both cross-modality retrieval
and intra-modality retrieval (text-modal and image-modal retrieval), to obtain relevant examples as retrieved
demonstrations from demonstration pool. Then, these retrieved demonstrations are integrated with prompt and test
question, serving as the input for LLMs.

et al., 2020) introduced the foundational methodol-123

ogy for incorporating external documents into the124

generation process. Subsequent research expanded125

the retrieval-augmented paradigm to multi-modal126

contexts. Such as MuRAG (Chen et al., 2022)127

and REVEAL (Hu et al., 2022), which augment128

language generation with both textual and visual129

information from external sources. Furthermore,130

recent studies such as FiD-Light (Hofstätter et al.,131

2022) and REPLUG (Shi et al., 2023) have focused132

on improving the efficiency and effectiveness of133

retrieval-augmented systems as well as exploring134

in-context retrieval-augmented mechanisms (Ram135

et al., 2023; de Jong et al., 2023).136

2.2 In-Context Learning137

In-Context Learning (ICL) uses LLMs for tasks138

based on a handful of examples embedded within139

the context (Devlin et al., 2019; Radford et al.,140

2019; Brown et al., 2020; Chowdhery et al., 2022),141

showing effectiveness in NLP and complex mathe-142

matical reasoning (Wei et al., 2022b). The setup for143

ICL involves generating responses from LLMs us-144

ing context provided by task guidance and demon-145

stration examples. It’s sensitive to prompt struc-146

ture, example selection, and example order (Zhao147

et al., 2021; Wang et al., 2023a; Fu et al., 2022).148

The application of ICL extended to multi-modal149

tasks, including image segmentation, synthesis, and150

text-to-speech synthesis (Bar et al., 2022; Wang151

et al., 2023b,c,e; Tsimpoukelli et al., 2021; Alayrac152

et al., 2022), with potential in structured spaces like 153

graphs (Huang et al., 2023). 154

2.3 Chain-of-Thought Reasoning 155

Chain-of-Thought (CoT) reasoning guides LLMs 156

to step-by-step reason, improving performance 157

across arithmetic, symbolic, and logic tasks (Wei 158

et al., 2022b; Kojima et al., 2022). Approaches 159

included sampling multiple reasoning paths (Wang 160

et al., 2022), dividing complex problems into sub- 161

problems (Zhou et al., 2022), and dynamically se- 162

lecting examples for few-shot prompting (Zhang 163

et al., 2022; Shi et al., 2022). In addition to textual 164

data, CoT has been adapted for tabular data (Ziqi 165

and Lu, 2023) as well. Furthermore, its potential 166

has been explored in multi-modal settings, demon- 167

strating enhanced reasoning capabilities through 168

the fusion of language and vision (Zhang et al., 169

2023c; Lu et al., 2023b,c). Studies like (Zhang 170

et al., 2023c) proposed a two-stage CoT framework 171

for multi-modal tasks, significantly improving rea- 172

soning accuracies on benchmarks like ScienceQA. 173

Chameleon (Lu et al., 2023b) introduced plug- 174

and-play modules for Large Multi-modal Mod- 175

els (LMMs), enabling complex reasoning by com- 176

bining different tools. 177

3 Methodology 178

Our methodology is anchored in the CoT in-context 179

learning paradigm, which effectively leverages 180

LLMs. For every input query, we aim to harness 181
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a set of relevant CoT demonstration examples to182

booster the LLM’s reasoning abilities. To achieve183

this, we introduce a novel approach that employs184

retrieval mechanisms for the dynamic and auto-185

matic selection of demonstration examples, as well186

as incorporating visual knowledge into the prompt.187

A detailed illustration of our approach is shown188

in Figure 4. Central to our methodology is the ex-189

traction of cross-modal similarity and intra-modal190

similarity, crosswise between textual qt and visual191

context qv of the test question q and examples192

in demonstration pool Q = {q1, ......, qn}. An-193

other distinctive feature of our methodology is the194

incorporation of Stratified Sampling. By catego-195

rizing demonstration examples into distinguishable196

groups according to their inherent attributes, we197

aim to expand the diversity of selected examples.198

Retrieving from diverse groups ensures that the199

LLMs receive a multifaceted set of demonstrations,200

ultimately enhancing the robustness of multi-modal201

reasoning.202

3.1 Incorporation of Visual Information to203

LLMs204

Our method works for both LLMs and LMMs, and205

our task is multi-modal QA task which contains206

image and corresponding text question. It poses207

a significant challenge for LLMs to answer cor-208

rectly without transitioning the image modality into209

the textual modality through an auxiliary visual210

expert model. Therefore, it’s very important for211

LLM to acquire the visual information of the ques-212

tion through visual information model. Following213

the implementation of Chameleon and MathVista,214

our visual information model mainly includes two215

parts:216

Image Captioning We employ an image caption-217

ing model to obtain textual description of the given218

image. The image captioning result is represented219

as: {Vc}, which is a segment of text expressing the220

main content of the image.221

Optical Character Recognition Besides image222

captioning system, we also use the Optical Charac-223

ter Recognition (OCR) system to recognize textual224

characters in the given image, and the detected texts225

are represented as {Vo}.226

So, the visual information we used is represented227

as V = {Vc, Vo}, which is the concatenation of the228

generated image caption and texts detected by OCR229

systems.230

Demonstration Pool

Question 1

Which property do these 
three objects have in 
common? 
(A) transparent 
(B) fuzzy 
(C) yellow

Question 2

What type of rock is 
scoria?
(A)Igneous
(B) metamorphic 
(C) sedimentary

Question n

…

…

Test Question

Which property do 
these two objects have 
in common? 
(A) rough (B) stretchy

MM-Retrieval Module 

Text-modal Retriever

Image-modal Retriever

Cross-modal Retriever

Text-image Cross-
modal Retriever

Image-text Cross-
modal Retriever

Sample

Text Similarity Image Similarity

Cross-modal Similarity

Retrieved Demos
…

Question 𝒙𝟐
Question 𝒙𝟏

Which property do 
these three objects 
have in common? 
(A) transparent 
(B) fuzzy 
(C) yellow

Figure 4: A detailed illustration of our multi-modal re-
trieval approach, where we use intra-modal similarity
and cross-modal similarity to sample demonstration ex-
amples D from demonstration pool Q.

3.2 Retrieval Mechanism 231

Suppose we have a test example q to be answered, 232

which consists of a visual context qv (usually an 233

image) and a textual context qt (usually the descrip- 234

tion of the question). Each question in Q has the 235

same components as q, so qi = {qvi , qti} for qi ∈ 236

Q. Meanwhile, we also have a multi-modal ques- 237

tion collection represented as Q = {q1, ......, qn}, 238

from where we can gather demonstration examples 239

to help LLM answer the test example q. Using 240

a retrieval function, demonstrations are extracted 241

from Q to form the retrieved demonstration set D. 242

The general retrieval process can be expressed as: 243

D = Fk(q,Q) = argmaxk

qi∈Q

(
Fe(q) · Fe(qi)

T

∥Fe(q)∥∥Fe(qi)∥

)
(1)

244

where Fe denotes our encoder model for encoding 245

q, Fe(q) ∈ R1×h and Fe(qi) ∈ R1×h. k indicates 246

that we sample the top-k examples from Q that 247

maximize the cosine similarity with q. Then the 248

sampled top-k examples serve as the demonstration 249

examples. 250

Specifically, considering the complexity of re- 251

trieval in multi-modal settings, we extend Equa- 252

tion 1 by employing qv and qt to retrieve demon- 253

stration examples from Q respectively: 254

D = Fk(q,Q) = Fk1(q
v,Qv) ∪ Fk2(q

t,Qt)∪
Fk3(q

v,Qt) ∪ Fk4(q
t,Qv)

(2)
255

where Fk1(q
v,Qv) means we retrieve the top- 256

k1 demonstration examples from Q based on the 257
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cosine similarity between Fe(q
v) ∈ R1×h and258

Fe(q
v
i ) ∈ R1×h, which represents comparison259

between the visual context of q and example qi260

in the demonstration pool, the same applies for261

the others. It’s worth noting that k =
∑4

i=1 ki.262

The first two terms in the right side of Equation 2263

represent retrieval based on intra-modal similarity264

whereas the latter two terms indicate cross-modal265

retrieval. Fe can be any appropriate encoders to266

obtain embeddings for qt (TEXT-ENCODER) and267

qv (VISUAL-ENCODER).268

3.3 Sampling Method269

Furthermore, to maintain diversity and relevance270

in our demonstration examples, we employ the ap-271

proach of Stratified Sampling (Liberty et al., 2016).272

This approach allows us to sample demonstration273

examples from the four groups that we retrieved274

based on cross-modal and intra-modal similarity.275

For the sake of simplicity, we simplify Fk1(q
v,Qv)276

to DI2I
k1

, Fk2(q
t,Qt) to DT2T

k2
, Fk3(q

v,Qt) to277

DI2T
k3

and Fk4(q
t,Qv) to DT2I

k4
. The Stratified278

Sampling process S is as follows:279

D = S(DI2I
k1 , DT2T

k2 , DI2T
k3 , DT2I

k4 )

= {dk1i , dk2i , dk3i , dk4i }ni=1

(3)280

where dk1i ∈ DI2I
k1

, dk2i ∈ DT2T
k2

, dk3i ∈ DI2T
k3

281

and dk4i ∈ DT2I
k4

. Moreover, to accommodate the282

different complex characteristics of multi-modal283

data (e.g. examples in different domain with vari-284

ous nature), we propose the adaptive use of Strat-285

ified Sampling when dealing with different types286

of questions q. Specifically, we use an empirical287

function σ to decide whether to adopt Stratified288

sampling or not (i.e. σ can be the performance ∆289

on dev set or other heuristics). The detailed sam-290

pling strategy is shown in Table 3.291

3.4 Final Prediction292

With the retrieved demonstration examples, our293

next step is to predict the final answer for the given294

test question q. To achieve this, we combine the295

test question q with the retrieved demonstration set296

D as well as the visual information V . The goal297

is to provide the LLM with an enriched context298

that encompasses both the initial question and the299

insights from the relevant demonstration examples.300

The combination of the question and the demon-301

stration examples can be denoted as V ⊕D ⊕ q,302

which is the prompt for the LLM. When we in- 303

put this prompt into the LLM, we obtain our final 304

result: 305

Answer = λ(V ⊕D ⊕ q) (4) 306

In this equation, λ represents the prediction pro- 307

cess of the LLM. This final prediction step is es- 308

sential, as it embodies the entire process we’ve 309

established. It ensures that the LLM takes into ac- 310

count both the original question and the additional 311

information from the demonstration set to generate 312

a well-informed and accurate answer. 313

4 Experiments 314

4.1 Experimental Setup 315

Datasets In experiments, we utilized two bench- 316

mark datasets for multi-modal CoT reasoning: 1) 317

ScienceQA (Lu et al., 2022) is a comprehensive 318

benchmark designed to evaluate multi-modal rea- 319

soning ability, particularly for large-scale language 320

models. 2) MathVista (Lu et al., 2023a) is de- 321

signed to evaluate the mathematical reasoning ca- 322

pabilities of LLMs and LMMs in visual contexts. 323

Models In our experiments, we employ Chat- 324

GPT (OpenAI, 2022), GPT-4 (OpenAI, 2023) and 325

GPT-4V (OpenAI, 2023) via OpenAI API 1. We 326

utilizeGPT-3.5-TURBO for ChatGPT, while GPT- 327

4 is employed for GPT-4. As for the evaluation of 328

GPT-4V, we use GPT-4-VISION-PREVIEW. 329

Implementation Details The TEXT-ENCODER 330

and VISUAL-ENCODER used to encode textual and 331

visual context of the CoT example are models pre- 332

trained on large-scale corpora and images. Specif- 333

ically, for intra-modality similarity, we encode 334

texts and images using SentenceBERT (Reimers 335

and Gurevych, 2019) and ViT (Dosovitskiy et al., 336

2021) (ViT-base-patch16-224), respectively. For 337

cross-modality similarity, we encode texts and im- 338

ages using CLIP (Radford et al., 2021). Specif- 339

ically, we followed Chameleon, which involved 340

concatenating meta data and knowledge retrieval 341

results with the current question as our baseline. 342

Our text-based question method is subsequently 343

developed based on this foundation. For the incor- 344

poration of visual context, we use BLIP (Li et al., 345

2023c) and GPT-4V (OpenAI, 2023) to obtain im- 346

age captions for ScienceQA and MathVista, respec- 347

tively. We chose the training set of ScienceQA as 348

1https://platform.openai.com/docs/
model-index-for-researchers
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Table 1: Experimental results on ScienceQA (Lu et al., 2022). We evaluated the performance of our system by
comparing it with various baseline models, which encompassed both supervised and unsupervised models. Results
indicate that our proposed approach CoT-MM-Retrieval outperforms previous state-of-the-art models in terms of
average accuracy and nearly all question categories on ScienceQA. It should be noted that * represents the best
results of our method where we employ more demonstration examples.

Methods Supervised Avg NAT SOC LAN TXT IMG NO G1-6 G7-12

Random Chance ✓ 39.8 40.3 46.1 29.3 47.5 40.1 33.7 39.4 40.7
LLaVa (GPT-4) (Liu et al., 2023b) ✓ 92.5 91.6 96.7 91.1 90.6 89.0 93.5 92.7 92.2
LLaMA-SciTune (CTOM) (Horawalavithana et al., 2023) ✓ 90.0 89.3 95.6 87.0 93.1 86.7 91.8 84.4 91.3
ChatGPT CoT (Lu et al., 2023b) ✗ 78.3 78.8 71.0 83.2 77.4 67.9 86.1 80.7 74.0
Chameleon (ChatGPT) (Lu et al., 2023b) ✗ 79.9 81.6 70.6 84.0 79.8 70.8 86.6 81.9 76.5
ChatGPT CoT-MM-Retrieval ✗ 84.7 84.4 86.4 83.8 83.1 79.2 87.3 86.9 80.6
ChatGPT CoT-MM-Retrieval* ✗ 86.4 84.6 93.9 83.9 83.4 82.8 87.3 89.1 81.6
GPT-4 CoT (Lu et al., 2023b) ✗ 84.0 85.5 72.4 90.3 82.7 71.5 92.9 86.7 79.0
Chameleon (GPT-4) (Lu et al., 2023b) ✗ 86.5 89.8 74.1 89.8 88.3 77.6 92.1 88.0 83.7
GPT-4 CoT-MM-Retrieval ✗ 90.9 90.2 89.2 93.5 89.3 85.1 94.9 92.1 88.7
GPT-4 CoT-MM-Retrieval* ✗ 92.5 90.2 97.2 93.5 89.4 88.6 94.9 93.5 90.8
GPT-4V (zero-shot) ✗ 90.4 92.7 83.2 91.3 91.6 85.3 92.9 91.3 88.7
GPT-4V CoT-MM-Retrieval ✗ 93.1 94.5 89.5 93.1 93.7 89.7 94.5 94.1 91.3
Human Average (Lu et al., 2022) ✗ 88.4 90.2 85.0 87.5 89.6 87.5 88.1 91.6 82.4

the demonstration pool. As for MathVista, we eval-349

uated the performance on the test-mini. Given that350

the test-set does not have published answers and is351

more substantial in quantity, we chose to use it as352

the demonstration pool. Since there are no answers353

or rationale in MathVista’s test-set, we used the354

responses from GPT-4V zero-shot as the basis for355

our reasoning. To be specific, for GPT-4V MM-356

Retrieval, our text prompt is the same as LLMs, but357

we will add the image of the question after the text358

prompt.359

4.2 Results360

In our experiments conducted on the ScienceQA361

dataset (Lu et al., 2022), as shown in Table 1, vari-362

ous models were evaluated for their performance363

across different question types. The results of base-364

line models are taken from the ScienceQA leader-365

board 2, where we distinguish supervised systems366

and unsupervised systems based on whether they367

are explicitly trained on the training set of Sci-368

enceQA. Our approach, termed CoT-MM-Retrieval,369

utilizes two demonstration examples, providing a370

fair comparison with the Chameleon (Lu et al.,371

2023b), while CoT-MM-Retrieval* indicates our372

best performance with more demonstration exam-373

ples. For the models based on ChatGPT: 1) The374

Chameleon (ChatGPT) (Lu et al., 2023b) slightly375

outperform the base ChatGPT CoT with an average376

of 79.9%. 2) Our approach ChatGPT CoT-MM-377

Retrieval based on ChatGPT with retrieval aug-378

mentation obtained an average accuracy of 84.7%,379

2https://scienceqa.github.io/

outperforming previous state-of-the-art Chameleon 380

by 4.8% 4) Among these, ChatGPT CoT-MM- 381

Retrieval* achieved the best performance with an 382

average score of 86.4%. For the GPT-4 based mod- 383

els: 1) Chameleon (GPT-4) (Lu et al., 2023b), rep- 384

resenting the previous state-of-the-art, achieved an 385

average of 86.5% 2) Our method, GPT-4 CoT-MM- 386

Retrieval*, surpassed the Chameleon (GPT-4) by 387

6%, achieving an average score of 92.5%. It set a 388

new state-of-the-art, especially in question types 389

like SOC and NO, with scores of 97.2% and 94.9% 390

respectively. For the model based on GPT-4V, our 391

method GPT-4V CoT-MM-Retrieval which using 392

the problem image, has surpassed GPT-4V in zero 393

shot’s average score by 2.7%, indicating that our 394

method is applicable not only to LLMs, but also to 395

LMMs. 396

In our experiments conducted on the Math- 397

Vista dataset (Lu et al., 2023a), as shown in Ta- 398

ble 2. Our approach, termed CoT-MM-Retrieval, 399

utilizes two demonstration examples, providing a 400

fair comparison with CoT and PoT. For the models 401

based on ChatGPT, our method ChatGPT CoT-MM- 402

Retrieval surpassed the ChatGPT CoT by 8.4%, 403

achieving an average score of 41.6%. For the mod- 404

els based on GPT-4, our method GPT-4 CoT-MM- 405

Retrieval surpassed the ChatGPT CoT and Chat- 406

GPT PoT by 13.6% and 12.9% respectively. For 407

the models based on GPT-4V, our method GPT-4V 408

CoT-MM-Retrieval surpassed GPT-4V in zero shot 409

average score by 2.7%, and among the 14 metrics, 410

8 of them have surpassed zero shot. It is worth 411

noting that in MathVista, due to the difficulty of the 412
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Table 2: Experimental results on MathVista (Lu et al., 2023a). We have evaluated the performance of our retrieval
method in comparison with the traditional CoT method. Our proposed approach CoT-MM-Retrieval demonstrates
exceptional performance across nearly all question categories within MathVista.

Methods ALL FQA GPS MWP TQA VQA ALG ARI GEO LOG NUM SCI STA

Random Chance (Lu et al., 2023a) 17.9 15.5 24.1 4.5 23.4 24.3 25.8 13.8 22.7 13.4 8.8 15.8 14.3
ChatGPT CoT (Lu et al., 2023a) 33.2 26.0 31.7 35.5 48.1 30.2 32.4 32.3 33.0 16.2 17.4 54.9 36.2
ChatGPT CoT-MM-Retrieval 41.6 33.1 40.9 50.0 59.5 30.7 44.5 40.8 41.8 10.8 18.8 54.1 46.2
GPT-4 CoT (Lu et al., 2023a) 33.2 27.9 31.7 31.2 51.9 28.5 33.5 30.9 32.2 13.5 12.5 58.2 37.9
GPT-4 PoT (Lu et al., 2023a) 33.9 30.1 39.4 30.6 39.9 31.3 37.4 31.7 41.0 18.9 20.1 44.3 37.9
GPT-4 CoT-MM-Retrieval 46.8 43.1 45.7 52.7 63.9 32.4 50.2 45.0 46.4 43.2 18.1 55.7 52.5
GPT-4V (zero-shot) 49.3 42.8 54.8 53.8 60.1 38.6 54.1 46.7 54.0 29.7 25.7 60.7 54.2
GPT-4V CoT-MM-Retrieval 52.0 44.6 47.1 59.7 66.5 35.8 50.9 47.6 48.5 37.8 26.4 58.2 55.2
Human Performance (Lu et al., 2023a) 60.3 59.7 48.4 73.0 63.2 55.9 50.9 59.2 51.4 40.7 53.8 64.9 63.9
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Figure 5: Ablation study of four retrieval methods: Text-to-Text Retrieval, Text-to-Image Retrieval, Image-to-Text
Retrieval, Image-to-Image Retrieval on ScienceQA (upper) and MathVista (bottom). We inspect the performance of
each retrieval approach under different amount of demonstration examples.

Table 3: Sampling strategy in ScienceQA and Math-
Vista.

Dataset qv /∈ q qv ∈ q

ScienceQA S(DT2I
k4 , DT2T

k2 ) DI2I
k1

MathVista ∅ S(DT2T
k2 , DI2I

k1 )

math problems, the current GPT-4V cannot surpass413

humans in average scores.414

4.3 Ablation Studies415

We conduct analysis towards the effect of different416

retrieval methods and the amount of demonstration417

examples (shots in few-shot learning) in Equation 2.418

The results are shown in Figure 5.419

All four retrieval methods: 1) Text-to-420

Text (T2T), 2) Text-to-Image (T2I), 3) Image-to-421

Text (I2T), 4) Image-to-Image (I2I) are explored 422

with increasing shots (from 0 to 4 for varying 423

k1, k2, k3, k4) to study their impact on the model’s 424

performance. The performance metrics are pro- 425

vided for various question types, allowing us to 426

discern patterns and variations across different cat- 427

egories. The results in Figure 5 firstly show that 428

adding demonstration examples in the context can 429

improve the overall accuracy especially for Sci- 430

enceQA and MathVista. We can also observe from 431

Figure 5: 1) Text-to-Text Retrieval: The accuracy 432

for T2T retrieval remains fairly consistent as the 433

number of shots increases on ScienceQA. Specifi- 434

cally, the average accuracy ranges between 80.8% 435

and 81.3%. And the average accuracy ranges be- 436

tween 35.6% and 40.6% on MathVista. The highest 437

accuracy for this method is achieved with 1 shot 438

(81.3%) and 2 shots(40.6%) on ScienceQA and 439
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Table 4: Ablation Studies of the three major components of our proposed approach: Visual Knowledge, Retrieval
Mechanism, Stratified Sampling. We present results on ScienceQA and MathVista where ✗means we do not employ
the corresponding method in our approach and ✓means we use the corresponding method in the system.

Vsion Knowledge Retrieval Stratified Sampling
ScienceQA MathVista

Avg SOC G1-6 ALL MWP ALG

✗ ✗ ✗ 77.8 71.2 80.5 28.0 12.4 35.9
✓ ✗ ✗ 80.7 74.6 83.7 39.4 45.7 39.9
✓ ✓(T2T) ✗ 80.8 73.9 83.0 40.6 46.2 38.4
✓ ✓(T2I) ✗ 81.0 73.8 84.0 38.1 42.5 37.0
✓ ✓(I2T) ✗ 82 76 85.4 36.5 44.1 36.7
✓ ✓(I2I) ✗ 84.2 86.3 86.4 39.8 47.3 38.4
✓ ✓ ✓ 84.7 86.4 86.9 41.6 50.0 44.5

MathVista, suggesting that adding more demon-440

stration examples does not always guarantee perfor-441

mance improvement. 2) Text-to-Image Retrieval:442

The performance is similar to T2T, with average ac-443

curacy ranging from 80.4% to 81% on ScienceQA444

and from 36.2% to 40.1% on MathVista. For this445

method, the highest accuracy is achieved with 2446

shots (81%) on ScienceQA, and 3 shots(40.1%)447

on MathVista. 3) Image-to-Text Retrieval: The448

accuracy for this method is slightly more varied449

than the previous two, ranging from 81.4% to 82%450

on ScienceQA and from 31.7% 38.8% on Math-451

Vista. Here, 2 shots provide the best average perfor-452

mance at 82% on ScienceQA, and 1 shot (38.8%) is453

the highest accuracy. 4) Image-to-Image Retrieval:454

This performance is similar to the Text-to-Text Re-455

trieval on MathVista, with average accuracy ranges456

from 34.8% to 39.8%. The highest accuracy for457

this method is 2 shots(39.8%). On ScienceQA, this458

retrieval method showcases the most interesting459

trend. The accuracy improves significantly with460

increasing shots, starting from 82.8% with 1 shot461

and reaching 85.9% with 4 shots. On ScienceQA,462

the G1-6 type consistently performs well, with ac-463

curacy usually above 84%. The choice of retrieval464

method and the number of shots plays a crucial role465

in determining model performance. Our ablation466

study results demonstrate the robustness and adapt-467

ability of our proposed retrieval strategies across468

different modalities and varying number of shots.469

Notably, the consistent performance across diverse470

question types emphasizes the efficacy of our ap-471

proach in enhancing the reasoning capabilities of472

LLMs.473

5 Conclusion474

In this paper, we proposed a novel method to ad-475

dress the challenge of selecting suitable demon-476

stration examples for multi-modal reasoning for477

LLMs (Lu et al., 2022). By integrating retrieval 478

mechanisms with LLMs and emphasizing the 479

modality connection between text and images, our 480

approach aims to improve the efficacy of LLMs for 481

multi-modal Chain-of-Thoughts (CoT) (Wei et al., 482

2022b; Zhang et al., 2023c) reasoning. Further- 483

more, the introduction of Stratified Sampling in 484

our methodology ensures that LLMs are exposed 485

to a varied and comprehensive set of demonstra- 486

tion examples. In our experiments on the Sci- 487

enceQA dataset (Lu et al., 2022) and MathVista 488

dataset (Lu et al., 2023a), our method consis- 489

tently outperformed existing state-of-the-art mod- 490

els like Chameleon (Lu et al., 2023b) and ChatGPT 491

PoT (Lu et al., 2023a). These empirical results 492

validate our hypothesis that combining LLMs with 493

tailored retrieval mechanisms, like the ones we pro- 494

pose, can significantly enhance multi-modal rea- 495

soning performance. As CoT techniques continue 496

to gain traction in the NLP community, our work 497

underscores the importance of effective demonstra- 498

tion example selection. 499

Future research should focus on refining the re- 500

trieval processes and extending the methodologies 501

developed in this study to additional multi-modal 502

tasks. These tasks could include those where the 503

outputs from Large Language Models (LLMs) en- 504

compass multiple modalities, such as text-to-image 505

and text-to-video generation (Liu et al., 2023a; 506

Wang et al., 2023d). Additionally, application in 507

specialized domains, like the medical field (Li et al., 508

2023d), presents a promising direction. Concur- 509

rently, in the development of increasingly sophis- 510

ticated multi-modal LLMs, particularly those em- 511

ploying CoT reasoning, addressing the issue of 512

hallucination is important (Ji et al., 2023; Zhang 513

et al., 2023b). We believe that our work lays a 514

strong foundation for these future explorations. 515
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Limitations516

In this paper, we present a new approach for aug-517

menting LLMs with multi-modal retrieval for CoT518

examples. However, there are a few limitations for519

our work. Firstly, we only test our approach on520

two datasets: ScienceQA and MathVista. These521

two datasets are mainly about science and math522

topics which do not have a broad coverage of523

other complex reasoning tasks. Therefore, our524

approach should also be evaluated on other com-525

plex reasoning tasks. Secondly, due to the limita-526

tion of resources we only conduct experiments on527

close-source systems and do not carry out experi-528

ments on open-source LLMs, making it harder and529

more expensive to reproduce our results. Moreover,530

due to the nature of these close-source LLMs we531

can not fully eliminate the risk of data contami-532

nation. Therefore, our approach should also be533

evaluated comprehensively on more representative534

languages.535
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A Appendices806

A.1 Case Study807

We present a case study to demonstrate the effec-808

tiveness of our approach in Figure 6, Figure 7, Fig-809

ure 8 and Figure 9.810

In Figure 6 and Figure 7, compared to CoT-2-811

shots that uses fixed samples regardless of the ques-812

tion, our method is able to retrieve Demonstrations813

based on the current question, and control the di-814

versity of samples through hierarchical sampling,815

thus effectively stimulating the reasoning ability of816

LLMs.817

In Figure 8, we illustrate our approach’s capa-818

bility when dealing with a question with an image,819

such as determining the interaction between two820

magnets. Our approach enhances the LLM’s rea-821

soning by retrieving related questions that provide822

deeper understanding of magnetic properties, such823

as attraction and repulsion based on pole alignment,824

enriching the LLM’s knowledge base for more ac-825

curate inference.826

Figure 9 highlights our approach’s adaptabil-827

ity to questions without visual context, such as828

deducing alphabetical order in a dictionary. It829

showcases the approach’s use of varied demonstra-830

tions—incorporating both visual and non-visual831

information—to strengthen the LLM’s ability to832

discern patterns and sort information. This demon-833

strates the approach’s versatility in improving rea-834

soning by broadening the range of demonstrations,835

which in turn equips the LLM to handle a diverse836

set of textual queries effectively.837
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Problem

Question: Find the value of the square in the figure. 

Answer: The answer is 2.

Vision

CoT-2-shots

Question: How much money  
does Ruth need to buy a  
baking dish, a casserole dish,  
and an ice cream scoop?  
(Unit: $)
Solution: Find the total cost of a baking dish, a
casserole dish, and an ice cream scoop. 
$4.00 + $3.00 + $6.00 = $13.00 
Ruth needs $13.00.

Vision

The missing number in the brain teaser is 6.

Question: What is the largest city in the nation where
this plane is headquartered? 
Options: 
(A) hong kong 
(B) osaka 
(C) shanghai 
(D) tokyo 
Solution: The caption mentions that the text on the
image says "Japan. Endless Discovery". This indicates
that the plane is headquartered in Japan. Among the
Japanese cities, Tokyo is the largest city.  
The answer is (D).

VisionVision

MM-Retrieval

To find the value of the red square in the figure, we need
to analyze the given equations. 

1. A blue circle plus a red square equals 5. 
2. A yellow triangle plus another yellow triangle equals 8. 

3. A blue circle plus a yellow triangle equals 7. 
Let's assign variables to the unknown values: 
- Blue circle = A 

- Red square = B 
- Yellow triangle = C 

From equation 1, we have A + B = 5. 
From equation 2, we have 2C = 8, which simplifies to C =
4. 

From equation 3, we have A + C = 7. 
Substituting the values we know, we can solve for A: 
A + 4 = 7 

A = 3 
Now that we know A = 3, we can substitute it into

equation 1 to solve for B: 
3 + B = 5 
B = 2 

Therefore, the value of the red square is 2. 

Question: Find the size of angle x in the figure. 
Solution: First, let's consider  

the large triangle...So, the third  
angle in the large triangle is 45  

degrees...we can find angle x  
by subtracting the 111-degree angle and the 45-degree angle
from 180 degrees: 

180 degrees - 111 degrees - 45 degrees = 24 degrees.  
Therefore, angle x is 24 degrees. 

Vision

VisionVision

Question: What is the value of the smallest individual bar in
the whole chart? 

Solution: The smallest individual  
bar in the chart is the orange bar  

at the "proud" category, which  
appears to have a value of -6. 
The answer is -6. 

Figure 6: An example of our method on MathVista. The left side depicts the common 2-shot CoT approach for
LLM, while the right side showcases our MM-Retrieval method retrieving demonstration examples as relevant as
possible to enhance the reasoning ability of LLM.
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Problem

Question: Find the measure of .
Options: 
(A) 97
(B) 102
(C) 107
(D) 122
Answer: The answer is (A).

Vision

MM-Retrieval

Question: Find the measure of  . 
Options: 
(A) 30 
(B) 60 
(C) 90
(D) 120
Solution: ...Since we are looking for the measure of
angle A, which is marked as x°, we have found that: 
∠A = x = 60° 
The answer is (B).

Vision

Question: Find the measure of  . 
Options: 
(A) 38 
(B) 38 
(C) 76
(D) 152
Solution: Now that we have the value of x, we can find 

 by substituting x into the expression for angle W: 
 Therefore, the measure of angle W is

76 degrees. 
The answer is (C).

VisionVision

CoT-2-shots

Question: What is the largest city in the nation where
this plane is headquartered? 
Options: 
(A) hong kong 
(B) osaka 
(C) shanghai 
(D) tokyo 
Solution: The caption mentions that the text on the
image says "Japan. Endless Discovery". This indicates
that the plane is headquartered in Japan. Among the
Japanese cities, Tokyo is the largest city.  
The answer is (D).

VisionVision

Question: How much money  
does Ruth need to buy a  
baking dish, a casserole dish,  
and an ice cream scoop?  
(Unit: $)
Solution: Find the total cost of a baking dish, a
casserole dish, and an ice cream scoop. 
$4.00 + $3.00 + $6.00 = $13.00 
Ruth needs $13.00.

Vision

To find the measure of angle H, denoted as , we
need to use the fact that the sum of the interior
angles of a pentagon is 540 degrees. We can set up
an equation using the expressions given for each
angle in the pentagon: 
x + (x + 20) + (x + 5) + (x - 5) + (x + 10) = 540 
Combining like terms, we get: 5x + 30 = 540
Subtracting 30 from both sides: 5x = 510 Dividing
both sides by 5: x = 102 
Now that we have the value of x, we can find  by
substituting x into the expression for angle H: H = (x -
5) H = (102 - 5) H = 97 
Therefore, the measure of angle H is 97 degrees. 
The answer is (A). 

To find the measure of angle H, we need to use the
equation given in the image: 
a = (x + 20)° + (x + 5)° + (x - 5)° + (x + 10)° + (x)° 
Since the sum of all the angles in a hexagon is 720°, we
can set the equation equal to 720 and solve for x: 
(x + 20)° + (x + 5)° + (x - 5)° + (x + 10)° + (x)° = 720 
Combining like terms, we get: 5x + 30 = 720 
Subtracting 30 from both sides, we get: 5x = 690 
Dividing both sides by 5, we get: x = 138 
Now that we have the value of x, we can substitute it
back into the equation to find the measure of angle H: 
(x - 5)° = (138 - 5)° = 133° 
Therefore, the measure of angle H is 133°. 
The correct option is not provided in the question.

Figure 7: An example of our method on MathVista. The left side illustrates the conventional 2-shot CoT technique
used for LLM, while the right side highlights our MM-Retrieval method, which aims to retrieve demonstration
examples that are as relevant as possible to bolster the reasoning capabilities of LLM.
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🤖

🧑💻

Instruction: Given the question (and the context), select the answer from the options ["A", "B", "C", "D", "E"]. You should give consice and 
step-by-step solutions. Finally, conclude the answer in the format of "the answer is [ANSWER]", where [ANSWER] is one from the options 
["A", "B", "C", "D", "E"]. For example, "the answer is A", "the answer is B", "the answer is C", "the answer is D", or "the answer is E". If the 
answer is not in the options, select the most possible option.
------------------------------------------------------------------------------------------------------------------
Demonstration 1: 
Question: Will these magnets attract or repel each other?
Context: Two magnets are placed as shown.
Options: (A) repel (B) attract
Solution: Magnets can pull or push on each other without touching. When magnets attract, they pull together. When magnets repel, they push 
apart. … Therefore, the answer is A.
------------------------------------------------------------------------------------------------------------------
Demonstration 2: 
…
------------------------------------------------------------------------------------------------------------------
Current Question:
Question: Will these magnets attract or repel each other?
Context: Two magnets are placed as shown.
Options: (A) repel (B) attract
Solution: 

Answer:
Magnets can pull or push on each other without touching. When magnets attract, they pull together. When magnets repel, they push apart. 
Whether a magnet attracts or repels other magnets depends on the positions of its poles, or ends. Every magnet has two poles: north and south. 
Here are some examples of magnets. The north pole of each magnet is labeled N, and the south pole is labeled S. If opposite poles are closest 
to each other, the magnets attract. The magnets in the pair below attract. If the same, or like, poles are closest to each other, the magnets repel. 
The magnets in both pairs below repel. To predict if these magnets will attract or repel, look at which poles are closest to each other. The south 
pole of one magnet is closest to the north pole of the other magnet. Opposite poles attract. So, these magnets will attract each other. Therefore, 
the answer is B.

Figure 8: An example of our method on ScienceQA. For the question with visual context, our approach retrieves
demonstration examples as relevant as possible to enhance the reasoning ability of LLM.

🤖

🧑💻

Instruction: Given the question (and the context), select the answer from the options ["A", "B", "C", "D", "E"]. You should give consice and 
step-by-step solutions. Finally, conclude the answer in the format of "the answer is [ANSWER]", where [ANSWER] is one from the options 
["A", "B", "C", "D", "E"]. For example, "the answer is A", "the answer is B", "the answer is C", "the answer is D", or "the answer is E". If the 
answer is not in the options, select the most possible option.
------------------------------------------------------------------------------------------------------------------
Demonstration 1: 
Question: Which property do these two objects have in common?
Options: (A) breakable (B) soft
Solution: An object has different properties. … Therefore, the answer is B.
------------------------------------------------------------------------------------------------------------------
Demonstration 2: 
Question: Which word would you find on a dictionary page with the following guide words? advance - and
Options: (A) amazed (B) arm
Solution: Guide words appear on each page of a dictionary. … Therefore, the answer is A.
------------------------------------------------------------------------------------------------------------------
Current Question:
Question: Which word would you find on a dictionary page with the following guide words? shot - suit
Options: (A) service (B) stockade
Solution: 

Answer:
To find the word that would be on a dictionary page with the guide words “shot” and “suit”, we need to look for a word that falls alphabeticall
y between these two words. Comparing the first letters of the guide words, “s” comes before “s”. Since the first letters are the same, we need 
to look at the second letters. 
Comparing the second letters, “h” comes before “u”. Therefore, any word that starts with “sh” would come before any word that starts with “s
u”. Looking at the options, “service” starts with “se” and “stockade” starts with “st”. Since “stockade” starts with “st” and comes after “shot” 
alphabetically, it would be the word found on the dictionary page with the guide words "shot" and "suit".
Therefore, the answer is B.

Figure 9: An example of our method on ScienceQA. For the question without visual context, our method retrieves
demonstration examples with both visual context and textual context, enhancing the diversity of demonstration
examples to improve the reasoning ability of LLM.
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