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Abstract

We propose KMMLU, a new Korean bench-001
mark with 35,030 expert-level multiple-choice002
questions across 45 subjects ranging from003
humanities to STEM. Unlike previous Ko-004
rean benchmarks that are translated from ex-005
isting English benchmarks, KMMLU is col-006
lected from original Korean exams, captur-007
ing linguistic and cultural aspects of the Ko-008
rean language. We test 26 publically avail-009
able and proprietary LLMs, identifying signifi-010
cant room for improvement. The best publicly011
available model achieves 50.54% on KMMLU,012
far below the average human performance013
of 62.6%. This model was primarily trained014
for English and Chinese, not Korean. Current015
LLMs tailored to Korean, such as POLYGLOT-016
KO, perform far worse. Surprisingly, even the017
most capable proprietary LLMs, e.g., GPT-4018
and HYPERCLOVA X, achieve 59.95% and019
53.40%, respectively. This suggests that fur-020
ther work is needed to improve Korean LLMs,021
and KMMLU offers the right tool to track this022
progress. We make our dataset publicly avail-023
able on the Hugging Face Hub and integrate the024
benchmark into EleutherAI’s Language Model025
Evaluation Harness.026

1 Introduction027

Recent works often leverage translated versions of028

MMLU (Hendrycks et al., 2020) to evaluate the029

multilingual capabilities of large language models030

(LLMs) (OpenAI, 2023; Qwen, 2024; Chen et al.,031

2023; Zhao et al., 2024). However, as illustrated in032

Figure 1, naively translating English benchmarks033

into a target language of interest faces critical lim-034

itations. First, machine translation can lead to a035

compromised dataset with issues like unnatural lan-036

guage, typos, and grammatical mistakes (Xia et al.,037

2019; Riley et al., 2023; Yao et al., 2023). Second,038

MMLU, designed primarily for English speakers,039

includes content that assumes knowledge of the040

American legal system and government or requires041

Figure 1: Undesirable questions in translated versions
of MMLU.

familiarity with English slang and culture (Lee 042

et al., 2023; Jin et al., 2023; Son et al., 2023; Li 043

et al., 2023a; ZaloAI-JAIST, 2023). Thus, while 044

translated versions might hint at multilingual profi- 045

ciency, they often do not fully capture the linguistic 046

or cultural aspects that native speakers might con- 047

sider to be crucial. 048

To address this issue for the Korean NLP com- 049

munity, we introduce KMMLU, a comprehensive 050

benchmark consisting of 35,030 questions span- 051

ning 45 subjects. Unique to KMMLU is its sourc- 052

ing: all questions are derived from Korean exams, 053

ensuring an authentic Korean language without any 054

translated material. Additionally, our questions are 055

localized to Korea: they reflect the topics and cul- 056

tural attitudes of Koreans, rather than Westerners 057

(see Figure 2). 058

We evaluate 26 different LLMs across 5 cate- 059

gories: (1) Multilingual Pretrained Models (Tou- 060

vron et al., 2023; 01.AI; Bai et al., 2023); (2) Mul- 061

tilingual Chat Models (Touvron et al., 2023; 01.AI; 062

Bai et al., 2023); (3) Korean Pretrained Models (Ko 063

et al., 2023); (4) Korean Continual Pretrained Mod- 064

els (L. Junbum, 2023b); and (5) Proprietary Models 065
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including those serviced in Korea (OpenAI, 2023;066

Team et al., 2023; Kim et al., 2021). Our results067

show significant room for improvement, with GPT-068

4 scoring the highest at 59.95%, while the aver-069

age accuracy of human test-takers stands at 62.6%.070

Surprisingly, we see little evidence of a “curse071

of multilinguality” (Conneau et al., 2019; Pfeiffer072

et al., 2022) discussed in previous work comparing073

BLOOM (Workshop et al., 2022) to monolingual074

English models (Biderman et al., 2023; Peng et al.,075

2023).076

Finally, we conduct a detailed analysis to deepen077

our understanding of how large language mod-078

els (LLMs) utilize Korean knowledge in question-079

solving. Initially, we observe that, despite GPT-4’s080

overall excellence, it displays notable gaps in ar-081

eas demanding localized knowledge demonstrating082

the importance of localizing benchmarks. For ex-083

ample, in Korean History, GPT-4 (OpenAI, 2023)084

achieves a 35% success rate compared to HYPER-085

CLOVA X, a Korean-specific LLM, which scores086

44%. Our further analysis reveals that the perfor-087

mance boosts seen in non-Korean LLMs are at-088

tributed more to their overall capabilities rather089

than a deep understanding of Korean, stressing the090

importance of targeted Korean pre-training to im-091

prove their effectiveness in Korea-specific tasks.092

Notably, HYPERCLOVA X is unique in its consis-093

tent improvement with the use of chain-of-thought094

(CoT) prompting, indicating the challenge non-095

Korean LLMs face in producing accurate and reli-096

able Korean explanations.097

2 Related Work098

2.1 Benchmarks for Large Language Models099

Benchmarks are essential for accurately under-100

standing and tracking the evolving capabilities101

of large language models (LLMs). Traditionally,102

benchmarks (Rajpurkar et al., 2016; Wang et al.,103

2019b,a) focused on primary linguistics tasks, but104

with the recent surge of more capable LLMs,105

such approaches have become obsolete. To ad-106

dress this gap, new benchmarks have emerged, fo-107

cusing on higher-level abilities such as common-108

sense reasoning (Clark et al., 2018; Sakaguchi109

et al., 2021; Zellers et al., 2019), mathematical110

reasoning (Hendrycks et al., 2021; Cobbe et al.,111

2021), code generation (Chen et al., 2021; Li112

et al., 2023b), and multi-turn conversations (Zheng113

et al., 2023). Notably, some efforts have concen-114

trated on evaluating the capabilities via expan-115

sive datasets covering a wide range of knowledge- 116

based topics (Hendrycks et al., 2020; Srivastava 117

et al., 2022; Sawada et al., 2023). Most famously, 118

MMLU (Massive Multitask Language Understand- 119

ing) (Hendrycks et al., 2020) spans 57 subjects 120

ranging from basic mathematics to complex areas 121

like law and computer science, evaluating LLMs 122

across various disciplines. While many of these 123

efforts have primarily focused on the English lan- 124

guage, there has been progress in adapting and 125

creating similar benchmarks for other languages, 126

especially Chinese (Li et al., 2023a; Huang et al., 127

2023; Zeng, 2023). 128

2.2 Korean benchmarks 129

Benchmarks for Korean language models have fol- 130

lowed a similar path: starting with single-task as- 131

sessments (Youngmin Kim, 2020), evolving to col- 132

lections of these tasks (Park et al., 2021), and more 133

recently expanding to include tests of reasoning 134

abilities (Kim et al., 2022) and cultural knowl- 135

edge (Son et al., 2023). Translated versions of En- 136

glish benchmarks are also widely adopted (Park 137

et al., 2023). However, there is a lack of broad do- 138

main benchmarks that facilitate the evaluation of 139

broader Korean proficiency. 140

3 KMMLU 141

Category # Questions

Prerequisites
None 59,909
1 Prerequisite Test 12,316
2 Prerequisite Tests 776
2+ Years of Experience 65,135
4+ Years of Experience 98,678
9+ Years of Experience 6,963

Question Type
Positive 207,030
Negation 36,777

Split
Train 208,522
Validation 225
Test 35,030

Total 243,777

Table 1: Overview of Questions in KMMLU: This table sum-
marizes questions by number of prerequisites for human ex-
aminees, whether the question contains negation, and train/-
validation/test splits.
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Required Type of Korean Knowledge

Category Cultural Regional Legal Other

STEM

Civil-Engineering Ecology Civil-Engineering Biology

What is not considered a major problem 
in urban areas of our country?


What does not belong to the ecology of 
the Korean Peninsula?


According to regulations, what is the 
minimum distance required between the 
outer wall of an apartment building and 

the boundary of roads?

What is not included in the search 
results when searching for microbial 
strains on the website of the Korean 
Collection for Type Cultures (KCTC)?

우리나라 대도시지역의 주요 문제라고 볼 수 없
는 것은? 한반도의 생태축에 속하지 않는 것은?

주택건설기준 등에 관한 규정상 도로 및 주차장
의 경계선으로부터 공동주택의 외벽까지는 최

소 얼마 이상을 띄워야 하는가?

국내 대표적인 미생물 균주 분양 기관인 생물자
원센터(KCTC) 홈페이지에서 균주를 검색할 때 
나타나는 검색 결과에 포함되지 않는 것은?

Applied 
Science

Geomatics Maritime-Engineering Energy-Management Gas-Technology-and-Engineering

During which period in the history of our 
country's cadastral system was the land 

register called "양전도장" (Yangjeon 
Dojang)?

What phenomenon would occur if the 
southwest wind blows for a long time on 

the east coast of our country?

What is the maximum area limit for 
constructing a solar power plant in a 

"management area" with only a 
"development activity permit"?

What was the main cause of the Daegu 
city gas explosion, one of the major 

urban gas accidents in South Korea?

우리나라 지적제도사(地籍制度史) 중 토지대장
을 양전도장(量田都帳)이라 명칭하였던 시대

는?

우리나라 동해안에서 남서풍이 오래 불면 어떤 
현상이 일어나겠는가?

개발행위허가’ 만으로 태양광 발전소를 건설할 
수 있는 ‘관리지역’의 면적제한 기준은 최대 몇 

m2 미만인가?

국내에서 발생한 대형 도시가스 사고 중 대구 
도시가스 폭발사고의 주원인은?

HUMSS

Korean-History - Accounting Management

Which of the following descriptions is 
not correct about "대한국" (a nation that 

existed in the Korean Peninsula) ?
-

Under the Korean International Financial 
Reporting Standards (K-IFRS), which is 

not classified as a financial asset?

Which of the following is wrong 
regarding the recent changes in the 

retail management environment in our 
country?

대한국’에 대한 설명으로 옳지 않은 것은? - 한국채택국제회계기준(K-IFRS)하에서 금융자
산으로 분류되지 않는 것은?

최근 우리나라에서 찾아볼 수 있는 소매경영환
경의 변화로 가장 옳지 않은 것은?

Other

Food-Processing Agricultural-Sciences Agricultural-Sciences Health

Which of the following is not a method 
for brewing traditional Korean alcoholic 

beverages such as Yakju or Takju?

Which of the following is incorrect for 
why the production of the F1 breed of 

cabbage is concentrated along the 
southern coast?

What is the correct registration 
procedure when applying for listing in 

the National Variety List?

Which of the following descriptions is 
correct regarding the items in the 
Korean Nurses' Code of Ethics?

전통주인 약주나 탁주를 제조하는 제국방법이 
아닌 것은?

우리나라에서 배추의 F1품종의 종자생산이 남
해안과 그 인근 도서 지방에 집중되어 있는 이

유를 설명한 것 중 옳지 않은 것은? 

국가품종목록 등재신청시 등재 절차로 옳은 것
은?

한국간호사 윤리강령의 항목에 대한 설명으로 
옳은 것은?

Figure 2: Examples of questions from KMMLU categorized by the type of Korean Knowledge required. English translations
are added for broader accessibility.

3.1 Task Overview142

KMMLU is a collection of 35,030 multiple-143

choice questions spanning 45 categories, including144

HUMSS (Humanities and Social Science), STEM145

(science, technology, engineering, and mathemat-146

ics), Applied Science and other professional-level147

knowledge. Within STEM, the focus is on topics148

with emphasis on scientific principles, from the nat-149

ural and physical sciences to technological and en-150

gineering disciplines. Meanwhile, Applied Science151

encompasses industry-specific subjects such as Avi-152

ation Engineering and Maintenance, Gas Technol-153

ogy and Engineering, and Nondestructive Testing.154

HUMSS covers an extensive range of subjects, in-155

cluding history and psychology, offering in-depth156

insights into the diverse facets of human society157

and culture. The remaining subjects that do not fit158

into any of the three categories are put into Other.159

We predominantly source the questions from Ko-160

rean License Tests, notably, some of the license161

tests KMMLU draws from require up to 9 years162

of industry experience to take the test. This under-163

scores the depth and practicality of the knowledge164

KMMLU tests. In addition, KMMLU includes 165

questions that require an understanding of cultural, 166

regional and legal knowledge to solve, as shown in 167

Figure 2. For further details, see Table 1. 168

3.2 Dataset Creation 169

The dataset comprises questions sourced from 533 170

different freely available tests, including the Public 171

Service Aptitude Test (PSAT) and various Korean 172

License Tests. These questions are of professional- 173

level difficulty. We conduct several rounds of hu- 174

man validations, randomly sampling 100 instances 175

and applying heuristic rules to eliminate crawling 176

errors, ultimately reducing the benchmark by ap- 177

proximately 34%, from 371,002 to 243,777 ques- 178

tions. Questions with less than four options were 179

excluded, and for those with more than four, excess 180

incorrect choices were randomly removed to en- 181

sure exactly four answer choices per question. Be- 182

fore finalizing, a preview version of the benchmark 183

was made available online for two months to allow 184

open-source contributors to identify issues, which 185

we subsequently addressed. Finally, we manually 186
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reviewed questions to remove instances containing187

potentially copyrighted material to the best of our188

ability.189

We also gathered human accuracy data from ac-190

tual test-takers when available. We found data on191

human performance for approximately 90% of the192

exams in the dataset, with the average human per-193

formance being 62.6%. The dataset is divided into194

a training set, a few-shot development set, and a195

test set. The few-shot development set contains five196

questions per subject. The training set, which may197

be used for hyperparameter tuning or training, com-198

prises 208,522 questions. The test set contains at199

least 100 examples per subject and includes ques-200

tions with the lowest human accuracy rates for a201

total of 35,030 questions. In cases with insufficient202

human accuracy data, questions were chosen ran-203

domly.204

3.3 CoT Exemplar Creation205

Chung et al. (2022) devise 5-shot of exemplars206

to test Chain-of-Thought (CoT) reasoning over207

MMLU (Hendrycks et al., 2020) 1. Inspired by208

them, we create 5-shot of CoT exemplars for each209

subject to test models’ reasoning capabilities over210

our benchmark. However, writing an accurate ra-211

tionale for expert-level tests with various ranges is212

a non-trivial problem. Although the ideal solution213

might be to invite experts for each test, we decide214

to leverage assistance from various LLMs, consid-215

ering resource constraints. Specifically, we employ216

two LLMs, GPT-4 and HyperCLOVA X, with di-217

verse prompt techniques, zero-shot CoT (Kojima218

et al., 2022) and browsing-augmented CoT 2.219

First, we elicit rationale (reasoning) and cor-220

responding answers from the LLMs using both221

prompt techniques. Besides, we utilize a major-222

ity voting method, self-consistency (Wang et al.,223

2022), over ten reasoning paths obtained by over-224

sampling. As a result, this step produces 4 × 10225

rationales for each input, i.e., 4 = 2 LLMs and226

2 prompt types. Then, we choose the top-4 ratio-227

nales according to heuristics, ordering by longer228

and less repetitive output. Finally, authors manu-229

ally select the most appropriate rationale among the230

top-4 and revise it with thorough inspections if nec-231

essary. For quality control, we ensure two workers232

for each question. We find about 87% of agreement233

between two workers at the first iteration. We itera-234

tively validate the remaining conflicted examples.235

1github.com/jasonwei20/flan-2
2It is similar to ReAct prompting (Yao et al., 2022).

In total, we create 45× 5 = 225 exemplars for the 236

CoT inference within our benchmark. Please see 237

Appendix D for more details. 238

3.4 KMMLU Hard 239

KMMLU stands out for its considerable size, com- 240

prising 35,030 questions across its test subsets, 241

surpassing MMLU (Hendrycks et al., 2020) and 242

CMMLU (Li et al., 2023a), which contain approxi- 243

mately 10,000 instances each. Given the substantial 244

resources required to run the full subset, we intro- 245

duce a more manageable subset termed KMMLU 246

Hard. This subset selects questions that at least one 247

of the proprietary models fails to answer correctly 248

in the direct approach. It encompasses a total of 249

4,104 questions, with categories ranging from a 250

minimum of 23 to a maximum of 100 questions. 251

4 Experimenal Setup 252

4.1 Evaluation Methodology 253

In our evaluations of LLMs on KMMLU, we 254

employ two distinct settings for a comprehensive 255

comparison. First, the Direct method prompts the 256

model to generate the most plausible option via 257

greedy decoding. This method is widely employed 258

throughout this paper as it applies to proprietary 259

and weight-available LLMs. Second, Chain-of- 260

Thought (CoT) allows the model to generate text 261

freely and leverages RegEx to parse the results. By 262

generating a sequence of reasoning before the fi- 263

nal answer, CoT has succeeded in aiding LLMs 264

to solve reasoning-heavy tasks. All evaluations in 265

this paper, regardless of the method, are done in a 266

few-shot setting with five exemplars. Due to hard- 267

ware constraints, we run all experiments with 8-bit 268

quantization. 269

4.2 Models 270

In our study, to provide a comprehensive overview 271

of existing LLMs in answering expert-level Ko- 272

rean questions, we evaluate 26 models varying in 273

size, language, and training phase (pre-trained or 274

supervised fine-tuned). 275

The 26 models include: 276

1. Multilingual Pretrained Models: LLAMA-2 277

(7B, 13B, 70B) (Touvron et al., 2023), QWEN 278

(7B, 14B, 72B) (Bai et al., 2023), and Yi (6B, 279

34B) (01.AI); 280

2. Multilingual Chat Models: Chat versions of 281

LLAMA-2, QWEN, and YI; 2023); 282
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3. Korean Pretrained Models: POLYGLOT-KO283

(1.3B, 3.8B, 5.8B, 12.8B) (Ko et al., 2023);284

4. Korean Continual Pretrained Models:LLAMA-285

2-KOEN (L. Junbum, 2023b) and YI-286

KOEN (L. Junbum, 2023a); and287

5. Proprietary Models: GPT-3.5, GPT-4 (Ope-288

nAI, 2023), GEMINI PRO (Team et al., 2023)289

and HYPERCLOVA X (Kim et al., 2021).290

The inclusion of English & Chinese bilingual mod-291

els aims to explore potential spillover effects, given292

the historical influence of Chinese Hanja on the293

Korean language. Further details on the models are294

provided in Appendix B and Table 7.295

5 Evaluation Results296

Pretraining Compute We compare the perfor-297

mance of 24 LLMs using the Direct method in298

Table 2. We observe a clear trend across pretrained299

and fine-tuned models, where those with a larger300

computing budget exhibit superior performance3.301

This scaling behavior indicates that increased com-302

puting resources - reflected in the number of pa-303

rameters and the size of training corpus - enhance a304

model’s capacity to handle complex language tasks305

more accurately. Notably, despite being trained306

exclusively in Korean, POLYGLOT-KO-12.8B’s307

performance only marginally exceeds the random308

baseline of 25%, is on par with that of the English-309

centric LLAMA-2-13B, and lags behind YI and310

QWEN models of similar size. This emphasizes the311

importance of long training runs in achieving high312

performance: while POLYGLOT-KO-12.8B is ap-313

proximately compute-optimally trained (Hoffmann314

et al., 2022), the order of magnitude increase in the315

training data size brings substantial increases in the316

performance of these non-optimally trained models.317

This disparity in training resources is further illus-318

trated in figure 3, where Polyglot-Ko’s significantly319

lower training budget compared to its counterparts320

is evident.321

Fine-Tuning In Table 2, we also observe that322

that fine-tuning Pretrained Models do not neces-323

sarily lead to better performance. In our experi-324

ments, models often exhibit minor performance325

differences between their base and chat versions.326

3Unlike other models studied in this paper, the larger
Polyglot-Ko models were trained for fewer tokens than the
smaller ones, explaining the non-monotone performance.
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Figure 3: Average performance of POLYGLOT-KO, LLAMA-
2, YI, and QWEN models versus pretraining budget.

This aligns with past studies that suggested fine- 327

tuning methods such as supervised fine-tuning, 328

direct preference optimization, or reinforcement 329

learning to have minor improvements in the knowl- 330

edge of language models (Bi et al., 2024). Inter- 331

estingly, QWEN-72B and LLAMA-2-70B expe- 332

rience -3.55% and -5.81% of performance drop 333

respectively. We suspect that the ability to solve 334

Korean questions in pretrained models of different 335

languages originally stems from their failure to fil- 336

ter out Korean text from their pretraining corpora 337

perfectly. However, datasets used during the post- 338

training process are often curated with greater pre- 339

cision, possibly excluding all non-target languages. 340

Therefore, such might harm the Korean language 341

proficiency of such models. 342

No Curse of Multilinguality at Scale The “curse 343

of multilinguality” (Conneau et al., 2019; Pfeiffer 344

et al., 2022) refers the apparent decrease in model 345

capabilities when models are trained on multilin- 346

gual corpora. While the curse can be severe for 347

small models, it has been widely noted as generally 348

ameliorated by scaling for masked language mod- 349

els (Goyal et al., 2021; Pfeiffer et al., 2022). Empir- 350

ically, this seems to not be the case for the decoder- 351

only BLOOM (Workshop et al., 2022) as several 352

papers have found that monolingual English mod- 353

els substantially outperform BLOOM on English 354

tasks (Biderman et al., 2023; Peng et al., 2023). By 355

contrast, we see no evidence of a curse of multi- 356

linguality here, with large multilingual models like 357

LLAMA-2, YI, and QWEN substantially outper- 358

forming the monolingual POLYGLOT-KO. While 359

the multilingual models have been trained for an or- 360

der of magnitude more tokens than POLYGLOT-KO, 361

we view it as implausible to suppose that they’ve 362

seen more text than POLYGLOT-KO, as none of 363
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Model STEM Applied Science HUMSS Other Average

Multilingual Pretrained Models

LLAMA-2-7B 24.68 25.90 25.06 24.30 25.00
LLAMA-2-13B 33.81 33.86 26.26 30.86 31.26
LLAMA-2-70B 41.16 38.82 41.20 40.06 40.28
YI-6B 35.47 34.23 33.46 35.70 34.70
YI-34B 44.31 40.59 47.03 43.96 43.90
QWEN-7B 22.74 23.83 9.44 17.59 18.52
QWEN-14B 36.68 35.85 21.44 29.26 30.92
QWEN-72B 50.69 47.75 54.39 50.77 50.83

Multilingual Chat Models

LLAMA-2-7B-CHAT 28.60 29.03 26.01 27.10 27.71
LLAMA-2-13B-CHAT 30.36 29.09 26.40 29.05 28.73
LLAMA-2-70B-CHAT 35.98 34.36 32.19 35.35 34.47
YI-6B-CHAT 35.58 34.55 34.39 35.95 35.11
YI-34B-CHAT 41.83 38.05 46.94 42.05 42.13
QWEN-7B-CHAT 20.26 22.16 8.67 15.70 16.82
QWEN-14B-CHAT 32.78 33.94 19.31 26.75 28.33
QWEN-72B-CHAT 47.57 46.26 49.05 46.33 47.28

Korean Pretrained Models

POLYGLOT-KO-1.3B 28.77 28.02 26.99 28.11 27.97
POLYGLOT-KO-3.8B 29.68 31.07 26.59 29.54 29.26
POLYGLOT-KO-5.8B 29.18 30.17 26.73 29.12 28.83
POLYGLOT-KO-12.8B 29.27 30.08 27.08 30.55 29.26

Korean Continual Pretrained Models

LLAMA-2-KOEN-13B 35.32 34.19 31.43 33.85 33.71
YI-KOEN-6B 40.69 39.52 40.50 41.60 40.55

Proprietary Models

GPT-3.5-TURBO 44.64 42.11 40.54 42.61 42.47
GEMINI-PRO 51.30 49.06 49.87 50.61 50.18
HYPERCLOVA X 50.82 48.71 59.71 54.39 53.40
GPT-4 59.95 57.69 63.69 58.65 59.95

Table 2: Average accuracy(%) calculated using the Direct method in a 5-shot setting across the entire test set. We report the
macro-average accuracy across subjects within each category. The highest-scoring model across the entire table is highlighted in
bold, and the best model within each category is underlined. Random guessing has an accuracy of 25% on all subjects. Please
see Tables 8-12 for detailed results.

the papers is Korean even mentioned in the discus-364

sion of the training data. While many papers have365

observed that large models can be good at multi-366

ple languages, as far as we are aware this is the367

first work to explicitly document evidence that the368

curse of multilinguality goes away as decoder-only369

models are scaled.370

Comparing Disciplines In evaluations on371

KMMLU, we observe LLMs demonstrate rela-372

tively balanced performance across the four cate-373

gories: STEM, Applied Science, HUMSS, and Oth-374

ers. However, LLMs have considerable knowledge375

shortfalls subject-wise. Notably, GPT-4’s perfor-376

mance ranges markedly, achieving its highest score377

in Marketing at 89.3% while performing as low as378

31.0% in Math. Regarding average performance, 379

LLMs excel in areas like Marketing, Computer Sci- 380

ence, Information Technology, and Telecommuni- 381

cations and Wireless Technology. Conversely, they 382

generally show weaker performance in subjects re- 383

quiring specific cultural or regional knowledge. For 384

instance, LLMs perform worst in Korean History, 385

followed by Math, Patent, Taxation, and Criminal 386

Law. Notably, subjects like Patent, Taxation, and 387

Criminal Law demand an understanding of Korean 388

legal systems and according statutory interpreta- 389

tion, suggesting a potential area for improvement 390

in LLMs’ handling of region-specific content. For 391

a full breakdown by topic area, see Figure 10 in the 392

Appendix F. 393
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6 Analysis394

We conduct detailed analyses to gain a thorough395

understanding of the KMMLU benchmark and396

the varying performance of LLMs across differ-397

ent contexts. Initially, we compare the cultural398

representation in translated versions of MMLU399

with KMMLU. Subsequently, we study the Korea-400

specific questions included in the KMMLU bench-401

mark. We also investigate the reasons behind the un-402

derperformance of POLYGLOT-KO, a model specif-403

ically pre-trained on Korean corpora, compared404

to its multilingual counterparts. Lastly, we assess405

the effectiveness of chain-of-thought prompts in406

enhancing model performance.407

6.1 Analysis of Korea-Specific Instances in408

KMMLU409

In this work, we source the KMMLU benchmark410

exclusively from exams crafted in Korean. To pro-411

vide a deeper insight into how KMMLU differs412

from past efforts that translate MMLU (Park et al.,413

2023; Chen et al., 2023), we compare the two on414

two fronts: the naturalness of phrasing and the ne-415

cessity for specialized Korean knowledge. For the416

analysis, we randomly selected ten questions from417

each category within both datasets, resulting in 570418

questions from MMLU and 450 questions from419

KMMLU—two authors evaluated each question.420

In Figure 2, we categorized questions that neces-421

sitate Korean knowledge into four distinct types.422

The Cultural type includes questions that require423

an understanding of Korean history and societal424

norms. The Regional type involves questions that425

demand geographical knowledge of Korea. The426

Legal type involves questions concerning Korea’s427

legal and governmental systems. The Others type428

includes questions that need Korean knowledge but429

do not fit into the previous categories. We manu-430

ally annotate a subset from the KMMLU bench-431

mark. However, it should be noted that this subset432

is not comprehensive of all culturally specific ques-433

tions within the KMMLU. Instead, we employ a434

keyword-based filtering approach to collect 1,455435

potential questions and manually classify them as436

per the designated categories.437

The performance of selected models on this sub-438

set compared to questions that are identified as not439

requiring any Korea-specific knowledge is detailed440

in Table 3. Our analysis reveals three notable pat-441

terns. First, continual pretraining of LLAMA-2-7B442

on Korean text for 60 billion tokens enhances its443

Model Korea-Specific General

# of Instance 645 810

LLAMA-2-7B 20.66 23.95
LLAMA-2-KOEAN-7B 24.13 20.37

LLAMA-2-13B 28.55 29.88
POLYGLOT-12.8B 28.39 27.90
QWEN-72B 44.79 52.34

GEMINI-PRO 42.94 48.64
GPT-3.5-TURBO 39.59 42.47
GPT-4 54.89 60.49
HYPERCLOVA X 55.21 54.32

Table 3: Average accuracy of selected models on ques-
tions that require knowledge specific to Korea compared
to questions that don’t. For each model, the larger score
is bolded.

performance on Korea-specific questions. Second, 444

models that undergo training specifically on Korean 445

text consistently perform better on Korean-specific 446

questions. Finally, HYPERCLOVA X outperforms 447

GPT-4 in addressing Korean-specific questions, 448

highlighting the deficiencies in GPT-4’s under- 449

standing of Korean-specific content. 450

0 20 40 60 80 100

Natural Phrasing

Requires
Korean Knowledge

86.1%

0.0%

98.4%

20.4%
MMLU (Trans.)
KMMLU

Figure 4: Comparison of MMLU (translated to Korean
via GPT-4) and KMMLU (ours) in terms of naturalness
and the necessity of Korean knowledge to solve.

Figure 4 reveals a difference in how the 451

two datasets appear to native Korean speakers. 452

KMMLU questions are significantly more natu- 453

ral and culturally relevant, highlighting the limi- 454

tations of MMLU in reflecting the nuances of the 455

Korean language and cultural specifics. MMLU, 456

derived from American tests, inherently lacks ques- 457

tions about Korean culture. Conversely, 20.4% 458

of KMMLU requires understanding Korean cul- 459

tural practices, societal norms, and legal frame- 460

works. This disparity is evident in categories like 461

“high_school_government_and_politics” in MMLU, 462

which lean heavily towards U.S.-centric content, 463

assuming familiarity with the American govern- 464

mental system, and the “miscellaneous” category, 465

which presupposes knowledge of American slang, 466
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Model STEM Applied Science HUMSS Other Total
Direct CoT Direct CoT Direct CoT Direct CoT Direct CoT

Qwen-72B-Chat 24.36 19.00 24.25 18.67 18.52 16.50 23.09 18.38 22.59 18.18
HyperCLOVA X 14.36 28.00 14.58 24.83 20.62 30.21 18.90 25.59 17.06 27.11
GPT-3.5-Turbo 22.36 23.27 21.00 23.67 19.74 15.35 21.30 20.25 21.10 20.70
GPT-4-Turbo 28.64 30.91 28.25 34.84 33.37 19.68 30.55 20.10 30.52 25.28

Table 4: 5-shot accuracy on KMMLU-Hard subset (Section 3.4) according to prompting method, Direct and Chain-
of-Thought (CoT) (Wei et al., 2022). Please see Table 13 for detailed results.

underscoring the cultural bias embedded within the467

dataset. However, it is crucial to note that while468

20.4% of KMMLU’s content is culturally specific,469

the remainder broadly assesses a language model’s470

general knowledge, including areas such as math-471

ematics, which are universally applicable and not472

tied to any particular country’s knowledge base.473

6.2 Why Do Korean Models Show Lower474

Performance on KMMLU?475

In Figure 5, we examine the performance of pub-476

licly accessible models on the MMLU (Hendrycks477

et al., 2020) and KMMLU benchmarks. For models478

predominantly trained on non-Korean texts, we ob-479

serve that performance on KMMLU improves with480

model scaling; however, the performance margin481

between MMLU and KMMLU remains consistent,482

suggesting that the observed improvements are at-483

tributed to enhancements in capabilities other than484

Korean. Conversely, POLYGLOT-KO, despite its485

lower overall performance due to a smaller train-486

ing budget, demonstrates superior proficiency in487

Korean compared to English.488

Figure 5: Comparing model performance on MMLU and
KMMLU. Regression analysis on LLAMA-2, QWEN,
and YI models exhibits a slope of 0.51.

6.3 Can Chain-of-Thought prompting 489

improve performance on KMMLU? 490

We employ a few-shot Chain-of-Thought (CoT) 491

prompting (Wei et al., 2022), leveraging 5-shot 492

exemplars (Section 3.3) to examine whether ad- 493

vanced prompting method could improve perfor- 494

mance. Since the CoT prompting requires much 495

longer sequence generation than the Direct method, 496

we compare four LLMs based on the KMMLU- 497

Hard subset, considering resource constraints 4. 498

In Table 4, we find that only HYPERCLOVA X 499

reliably improves the performances across cate- 500

gories with the CoT prompting, while other LLMs 501

often show degradation with the CoT. In particu- 502

lar, GPT-3.5-TURBO and GPT-4-TURBO show 503

better performances with CoT on STEM and Ap- 504

plied Science, but drastic performance drops on 505

HUMSS. We presume the Korean-specific context 506

in the HUMSS category is relatively hard to gen- 507

eralize by learning other languages, resulting in 508

unfaithful explanations (Turpin et al., 2023). 509

7 Conclusion 510

In this study, we introduce the KMMLU Bench- 511

mark—a comprehensive compilation of 35,030 512

expert-level multiple-choice questions spanning 513

45 subjects, all sourced from original Korean ex- 514

ams without any translated content. Our findings 515

highlight significant room for improvement in the 516

Korean proficiency of state-of-the-art LLMs. We 517

discover that the improvements in the performance 518

of non-Korean LLMs stem from capabilities unre- 519

lated to Korean, underscoring the importance of Ko- 520

rean pre-training for better performance in Korea- 521

specific contexts. We expect the KMMLU bench- 522

mark to aid researchers in identifying the shortcom- 523

ings of current models, enabling them to assess and 524

develop better Korean LLMs effectively. 525

4We utilize GPT-4-Turbo (gpt-4-0125-preview) instead of
GPT-4 for the same reason.
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8 Limitations526

In this study, we put our greatest effort into creating527

a benchmark that offers extensive coverage and528

is suitable for evaluating proficiency in Korean.529

Nevertheless, there are some limitations that future530

research will need to address.531

Firstly, although the KMMLU benchmark en-532

compasses 45 categories, it does not include ques-533

tions from the medical and financial domains. This534

is primarily because exams in these fields within535

Korea often do not release their past tests and ques-536

tions. Additionally, our benchmark lacks Korean537

reading comprehension questions. Although we ini-538

tially gathered a substantial number of these ques-539

tions, most were excluded due to concerns over540

copyright issues, especially those involving seg-541

ments of Korean literature.542

Secondly, the recent surge of highly aligned543

LLMs has cast doubt on the effectiveness of tradi-544

tional benchmarks for assessing generative abili-545

ties and instruction-following skills. While MMLU546

continues to be a de facto standard for evaluating a547

broad range of knowledge, there is a shifting trend548

towards using dedicated LLM Judges and crowd-549

sourced human preferences, such as the LMSys550

Chatbot Arena, for assessing generative capabili-551

ties. Future efforts should aim to expand Korean552

benchmarking tools to include assessments of gen-553

erative abilities.554
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A Additional Analysis818

A.1 Do Machines Also Err Where Humans819

Often Do?820

In Figure 6, we compare the performance of LLMs821

against human accuracy. The findings indicate that822

LLMs do not exhibit a performance trend that cor-823

relates with human performance. Instead, the mod-824

els display similar performance levels irrespective825

of the variance in human accuracy. This observa-826

tion aligns with insights from the (Hendrycks et al.,827

2020), which reported that GPT-3 achieved a higher828

score in College Mathematics at 35.0%, compared829

to 29.9% in Elementary Mathematics, suggesting830

that the model’s performance does not necessarily831

scale with the complexity of the task as judged by832

human standards. Interestingly, the models demon-833

strate a strong correlation with each other, imply-834

ing that despite being trained on distinct datasets,835

they possess similar capabilities. This phenomenon836

indicates that there may be underlying common-837

alities in how these models process and generate838

responses, leading to a similar performance trend.839
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Figure 6: Comparison of model performance and human
accuracy. Model performance is calculated using the
Direct method in a 5-shot setting.

A.2 Do Machines Handle Problems with840

Negation Effectively?841

Table 5 demonstrates a notable trend in language842

model performance on the KMMLU test set: mod-843

els perform better on questions that include nega-844

tions. This finding contrasts with previous stud-845

ies (Hosseini et al., 2021; Li et al., 2023a) that iden-846

tified LLMs to suffer when dealing with negated847

questions. However, this does not suggest that nega-848

tion in Korean presents a lower difficulty level than849

in other languages. Instead, the improved perfor-850

mance may be attributed to the nature of the ques-851

tions in KMMLU, where negation is more com-852

mon in declarative knowledge questions, which are853

generally easier for models to handle compared to 854

procedural knowledge questions (Hendrycks et al., 855

2020). For example, the math subset, which is the 856

most challenging subset for most LLMs, does not 857

include any negated questions. Furthermore, Ta- 858

ble 6 illustrates that only 20% of STEM and 19% 859

of Applied Science questions include negation, in 860

contrast to 45% in the HUMSS subset. 861

Models W Negation W/O Negation

LLAMA-2-70B 40.2 40.08
YI-34B 47.26 42.43
QWEN-72B 53.57 48.82

GEMINI-PRO 55.05 48.63
GPT-3.5-TURBO 45.61 40.39
GPT-4 65.53 57.88

Table 5: Comparison of accuracy between questions
with and without negation. Evaluation is done in 5-shot
setting using the Direct Method.

Category % of Negated Q.

STEM 20.54%
Applied Science 19.16%
HUMSS 45.76%
Other 34.83%

Math 0.00%
Electrical Eng. 9.70%
Aviation Eng. & Maint. 14.40%

Table 6: Ratio of Negated Questions in each category.

B Evaluated Models 862

863

Polyglot-Ko (Ko et al., 2023). Introduced by the 864

Polyglot Team of EleutherAI POLYGLOT-KO is a 865

comprehensive suite of Korean-centric autoregres- 866

sive language models featuring models with 1.3, 867

3.8, 5.8, and 12.8 billion parameters. The models 868

are pre-trained on Korean corpus ranging from 167 869

to 219 billion tokens. 870

Llama-2 (Touvron et al., 2023). LLAMA-2 is a 871

suite of large language models ranging from 7 to 70 872

billion parameters developed by Meta. The models 873

are pre-trained on 2 trillion tokens, and whether 874

Korean is included is not reported. The suite also 875

provides LLAMA-2-CHAT an aligned version for 876

instruction-following and ssafety. 877

Yi (01.AI). The YI model, developed by 01.AI, is 878

a series of bilingual language models available in 879

two variants: 6B and 34B. It employs an architec- 880

ture similar to LLAMA-2 and is pre-trained on a 881
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Model # Params Access Language

English-Centric / Bilingual Pretrained Models

LLAMA-2 (Touvron et al., 2023) 7B, 13B, 70B Weights Available En
YI (01.AI) 6B, 34B Weights Available En / Zh
QWEN (Bai et al., 2023) 7B, 14B, 72B Weights Available En / Zh

English-Centric / Bilingual Finetuned Models

LLAMA-2-CHAT (Touvron et al., 2023) 7B, 13B, 70B Weights Available En
YI-CHAT (01.AI) 6B, 34B Weights Available En / Zh
QWEN-CHAT (Bai et al., 2023) 7B, 14B,72B Weights Available En / Zh

Korean Pretrained Models

POLYGLOT-KO (Ko et al., 2023) 1.3B, 3.8B, 5.8B, 12.8B Open Source Ko

Korean Continual Pretrained Models

LLAMA-2-KOEN (L. Junbum, 2023a) 13B Weights Available En / Ko
YI-KOEN (L. Junbum, 2023b) 6B Weights Available En / Zh / Ko

Proprietary Models

GPT-3.5-TURBO undisclosed API -
GPT-4 (OpenAI, 2023) undisclosed API -
GEMINI-PRO (Team et al., 2023) undisclosed API -
HYPERCLOVA X (Kim et al., 2021) undisclosed API -

Table 7: Overview of the 31 LLMs evaluated in this paper.

multilingual corpus of 3 trillion tokens. Addition-882

ally, the model features chat versions tailored for883

instruction-following.884

Qwen (Bai et al., 2023). QWEN is a suite of bilin-885

gual language models developed by Alibaba Cloud,886

with variants spanning from 1.8 billion to 72 bil-887

lion parameters. Each model within the series is888

pre-trained on a dataset of 3 trillion tokens. The889

QWEN also includes specialized chat models de-890

signed for following instructions.891

GPT-3.5 & GPT-4 (OpenAI, 2023). Developed by892

OpenAI, the GPT series is renowned for exhibiting893

state-of-the-art performance across various bench-894

marks and tasks, including exceptional instruction-895

following capabilities. Specific details regarding896

the parameter count and the scope of the training897

data are not open to the public.898

Gemini (Team et al., 2023). GEMINI is a series of899

models developed by Google, encompassing four900

variants: Nano-1, Nano-2, Pro, and Ultra. In our901

experiments, we utilize GEMINI-PRO. Details re-902

garding the parameter count and the dataset used903

for training are not disclosed.904

HyperCLOVA X (Kim et al., 2021). HYPER-905

CLOVA X, developed by NAVER, is a bilingual906

language model proficient in both English and Ko-907

rean.908

C Prompting Format 909

For evaluation, we use the following prompting 910

formats. 911

Direct Evaluation Prompt

{question}
A. {A}
B. {B}
C. {C}
D. {D}
정답 ：

Figure 7: Prompt used in our Direct Evaluation.

CoT Evaluation Prompt

질문: {question}
A. {A}
B. {B}
C. {C}
D. {D}
정답:차근차근생각해봅시다.회계학관련정보를위해위
키피디아를참조하겠습니다.

Figure 8: Prompt used in our CoT Evaluation.
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CoT Elicitation Prompt

다음은 {category}에대한객관식질문입니다.
정확한답을하기위해반드시웹브라우징을활용하시오.먼저자세한정답추론/해설과정을한글로생성하세요.
그리고나서,최종답변은반드시다음과같은포맷으로답해야합니다. ’따라서,정답은 (A|B|C|D)입니다.’

질문: {question}
선택지:
(A). {option_A}
(B). {option_B}
(C). {option_C}
(D). {option_D}
정답해설:차근차근생각해보겠습니다.

Figure 9: Zero-shot CoT prompt used in our CoT exemplar creation.

D More details for CoT Exemplar912

Creation913

We use the zero-shot CoT prompt of Figure 9 to914

collect the exemplar CoTs for our dataset. We re-915

quest to use browsing for more accurate explana-916

tions if it is available. For GPT-4, we manually917

input the prompt to the ChatGPT Web interface918

(chat.openai.com). For HyperCLOVA X, we devise919

3-shot demonstrations to generate relevant queries920

to the NAVER search engine (www.naver.com).921

Then, we concatenate top-3 search results to gener-922

ate explanations.923

E License924

The KMMLU benchmark is released under a CC-925

BY-NC-ND license. This license prohibits remix-926

ing, redistribution, and commercial use of the927

dataset.928

F Evaluation Results929

930

In this section, we present the results of our eval-931

uation, broken down by category for each model932

assessed. Tables 8-12 include results using the Di-933

rect method. Table 13 presents the results evaluated934

using the CoT method. Figure 10 presents a com-935

parative performance analysis between the most936

capable Korean model, HYPERCLOVA X, and937

GPT-4.938

Figure 10 presents a comparative performance939

analysis between the most capable Korean model,940

HYPERCLOVA X, and GPT-4 across each dis-941

cipline. Detailed numerical results are provided942

in Appendix 10. The comparison reveals that, in943

most subjects, GPT-4 surpasses HYPERCLOVA944

X, with the performance margin varying signifi-945

cantly – from a high of 22.0% in Accounting to a 946

narrow 0.5% in Taxation. Notably, HYPERCLOVA 947

X demonstrates superior performance over GPT- 948

4 in Korean History and Criminal Law. This is 949

likely attributable to HYPERCLOVA X’s special- 950

ized focus on the Korean language, which presum- 951

ably enhances its proficiency in topics requiring 952

regional-specific knowledge and understanding. 953
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Category POLYGLOT-KO YI-KOEN LLAMA-2-KOEN
1.3B 3.8B 5.8B 12.8B 6B 13B

accounting 30.0 32.0 32.0 30.0 38.0 23.0
agricultural_sciences 27.0 30.3 30.1 32.0 32.7 29.7
aviation_engineering_and_maintenance 30.2 29.7 29.9 30.7 36.1 31.1
biology 24.0 26.7 28.6 25.3 32.1 28.7
chemical_engineering 25.3 27.9 24.7 24.7 36.2 34.4
chemistry 30.3 25.2 26.0 29.2 40.8 30.3
civil_engineering 27.4 31.8 31.9 34.3 38.0 32.9
computer_science 32.1 35.9 34.8 33.9 61.5 50.6
construction 33.6 31.0 31.7 32.0 34.7 29.8
criminal_law 26.0 29.0 29.5 28.5 31.5 30.0
ecology 28.7 29.4 31.8 32.7 45.2 35.8
economics 23.8 26.2 24.6 24.6 41.5 40.8
education 23.0 20.0 24.0 25.0 53.0 41.0
electrical_engineering 29.3 32.5 32.0 32.6 34.9 33.8
electronics_engineering 30.5 30.0 35.2 33.3 47.1 38.5
energy_management 28.8 26.5 24.5 26.9 30.0 26.3
environmental_science 26.1 32.9 27.3 30.9 33.9 31.8
fashion 27.0 29.5 29.2 29.8 46.1 36.6
food_processing 27.3 31.8 33.5 29.4 36.1 28.8
gas_technology_and_engineering 31.9 30.9 30.2 30.9 32.5 27.3
geomatics 29.2 30.0 31.1 31.0 41.6 37.2
health 26.0 32.0 27.0 25.0 52.0 36.0
industrial_engineer 27.4 32.3 33.1 31.2 43.0 35.1
information_technology 34.2 34.1 34.0 30.8 57.1 47.2
interior_architecture_and_design 32.4 29.6 29.7 31.8 47.3 39.9
korean_history 34.0 26.0 25.0 31.0 33.0 24.0
law 26.0 24.2 24.4 23.9 41.8 32.2
machine_design_and_manufacturing 28.7 34.0 26.9 30.3 39.9 37.7
management 27.6 27.7 27.7 28.0 43.7 33.2
maritime_engineering 24.8 31.5 26.7 26.5 44.0 36.3
marketing 24.4 30.6 26.4 33.5 69.6 54.1
materials_engineering 30.9 30.2 30.1 26.9 39.8 33.3
math 30.0 21.3 20.0 24.7 24.0 27.7
mechanical_engineering 24.2 31.5 27.1 26.9 38.0 33.8
nondestructive_testing 26.4 32.1 34.2 30.3 39.0 34.2
patent 29.0 23.0 22.0 31.0 32.0 26.0
political_science_and_sociology 25.7 25.7 25.7 25.7 41.7 31.0
psychology 26.5 25.9 27.7 25.9 40.1 29.7
public_safety 28.5 30.7 31.5 31.3 32.1 32.6
railway_and_automotive_engineering 23.6 29.0 28.9 26.8 34.7 30.6
real_estate 27.0 27.5 29.5 32.0 45.0 30.0
refrigerating_machinery 27.0 28.9 29.7 28.3 30.0 28.8
social_welfare 25.3 28.9 30.0 28.8 44.7 33.9
taxation 29.0 27.0 23.5 26.5 36.5 27.0
telecommunications_and_wireless_technology 28.6 33.9 34.1 32.2 52.4 44.2

Table 8: 5-shot accuracy using the Direct method for POLYGLOT-KO, YI-KOEN-6B, and LLAMA-2-KOEN-6B
broken down by category.
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Category LLama-2-7B LLama-2-13B LLama-2-70B
Org. Chat Org. Chat Org. Chat

accounting 25.0 22.0 20.0 16.0 34.0 26.0
agricultural_sciences 23.7 31.0 29.6 27.4 33.6 32.7
aviation_engineering_and_maintenance 23.7 26.8 30.3 26.8 35.9 33.0
biology 23.6 26.4 28.8 25.2 33.0 28.1
chemical_engineering 27.0 28.5 32.7 31.3 38.5 33.1
chemistry 26.8 26.7 30.3 27.7 41.8 32.3
civil_engineering 26.9 32.1 33.8 31.1 36.4 35.4
computer_science 24.1 28.0 47.4 41.5 67.3 58.9
construction 22.9 31.3 30.1 28.2 31.8 33.6
criminal_law 26.5 26.5 30.0 22.0 30.0 25.0
ecology 16.8 28.0 32.5 31.0 43.7 38.7
economics 27.7 30.8 27.7 38.5 45.4 40.0
education 24.0 29.0 26.0 28.0 56.0 38.0
electrical_engineering 27.4 29.4 34.0 28.0 30.8 32.3
electronics_engineering 33.0 32.2 38.8 31.5 47.1 39.9
energy_management 23.5 25.4 26.6 24.8 30.8 28.9
environmental_science 27.5 30.4 32.9 29.0 28.3 29.6
fashion 27.8 30.0 32.2 32.4 41.8 36.2
food_processing 17.4 24.3 31.1 26.6 33.9 29.9
gas_technology_and_engineering 22.3 28.0 29.1 26.4 31.4 29.6
geomatics 26.9 31.0 35.4 30.5 40.2 36.9
health 22.0 21.0 30.0 25.0 53.0 42.0
industrial_engineer 24.5 28.9 36.5 34.3 41.9 38.6
information_technology 27.3 29.3 44.4 37.3 62.8 52.0
interior_architecture_and_design 28.3 30.2 36.0 33.0 47.8 40.8
korean_history 26.0 21.0 25.0 25.0 32.0 23.0
law 24.4 25.5 26.5 27.6 40.8 34.9
machine_design_and_manufacturing 24.0 29.2 34.1 27.9 41.8 35.0
management 24.0 25.5 29.7 27.1 47.8 37.2
maritime_engineering 30.0 30.3 32.8 29.7 40.3 34.7
marketing 24.0 25.1 38.7 37.2 70.7 57.4
materials_engineering 21.2 28.5 29.0 26.2 40.4 30.8
math 25.0 28.3 24.3 26.7 27.0 23.7
mechanical_engineering 25.3 29.4 34.6 28.0 31.0 30.5
nondestructive_testing 24.8 29.9 34.2 25.8 41.5 32.1
patent 25.0 24.0 26.0 26.0 33.0 25.0
political_science_and_sociology 23.7 27.7 25.3 30.7 47.3 36.0
psychology 24.7 24.9 25.2 23.5 39.1 28.0
public_safety 28.5 30.4 32.6 31.0 33.0 34.0
railway_and_automotive_engineering 22.7 26.7 31.2 27.3 32.4 30.0
real_estate 23.5 24.5 24.5 25.0 32.0 26.5
refrigerating_machinery 24.2 26.3 28.7 27.8 30.1 30.8
social_welfare 26.7 28.8 31.9 27.6 47.8 35.0
taxation 23.0 24.5 21.5 24.5 33.0 31.0
telecommunications_and_wireless_technology 27.9 29.5 44.4 35.1 54.2 44.0

Table 9: 5-shot accuracy using the Direct method for LLAMA-2 (original and chat versions) broken down by
category.
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Category YI-6B YI-34B
Org. Chat Org. Chat

accounting 29.0 30.0 46.0 45.0
agricultural_sciences 32.7 29.5 36.0 34.7
aviation_engineering_and_maintenance 31.9 30.9 36.9 34.8
biology 28.9 29.4 32.5 30.9
chemical_engineering 31.8 31.5 40.8 40.7
chemistry 36.7 35.0 47.5 42.3
civil_engineering 32.8 33.1 40.9 36.9
computer_science 54.0 56.8 72.1 72.0
construction 30.9 30.9 34.7 30.4
criminal_law 34.5 36.5 39.0 37.5
ecology 34.3 35.1 46.7 44.5
economics 36.9 36.9 43.1 48.5
education 40.0 44.0 58.0 62.0
electrical_engineering 33.0 31.5 33.3 28.4
electronics_engineering 41.9 43.2 50.4 50.1
energy_management 28.8 30.5 33.8 32.7
environmental_science 31.5 29.5 34.1 29.5
fashion 33.8 35.0 43.3 40.9
food_processing 29.6 31.6 38.1 36.6
gas_technology_and_engineering 27.7 27.5 30.8 28.5
geomatics 34.9 36.6 41.6 38.9
health 40.0 44.0 59.0 52.0
industrial_engineer 36.3 35.9 43.1 41.1
information_technology 51.9 51.3 69.0 66.5
interior_architecture_and_design 38.5 39.5 48.3 49.0
korean_history 30.0 24.0 34.0 36.0
law 30.3 31.3 42.9 42.0
machine_design_and_manufacturing 33.2 33.6 40.6 37.9
management 35.5 38.0 57.7 54.4
maritime_engineering 36.7 39.2 44.2 43.0
marketing 57.4 57.7 74.6 74.9
materials_engineering 30.2 30.1 39.4 36.9
math 26.7 29.0 29.7 31.0
mechanical_engineering 29.9 28.6 35.5 30.0
nondestructive_testing 33.0 34.2 42.6 39.0
patent 33.0 31.0 38.0 40.0
political_science_and_sociology 36.0 37.0 55.0 51.7
psychology 28.3 29.9 44.1 41.4
public_safety 30.8 29.4 34.1 30.2
railway_and_automotive_engineering 33.0 32.0 33.7 29.4
real_estate 37.0 37.5 44.5 44.0
refrigerating_machinery 29.0 29.4 33.0 29.9
social_welfare 37.0 37.2 55.1 53.9
taxation 30.5 33.5 42.5 44.0
telecommunications_and_wireless_technology 41.9 41.5 55.3 51.7

Table 10: 5-shot accuracy using the Direct method for YI (original and chat versions) broken down by category.
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Category QWEN-7B QWEN-14B QWEN-72B
Org. Chat Org. Chat Org. Chat

accounting 9.0 9.0 25.0 15.0 15.0 46.0
agricultural_sciences 28.8 34.3 38.5 24.7 34.1 40.4
aviation_engineering_and_maintenance 23.3 33.6 49.2 19.9 31.9 48.7
biology 15.2 29.0 40.5 15.4 26.5 39.7
chemical_engineering 19.0 32.7 50.8 17.9 28.3 45.2
chemistry 24.3 44.2 54.3 21.2 37.7 50.7
civil_engineering 17.6 31.3 46.5 17.5 31.7 46.7
computer_science 32.0 54.2 75.7 30.6 52.8 76.4
construction 21.7 32.1 38.0 12.4 20.0 26.0
criminal_law 4.5 12.5 40.0 4.0 9.0 36.5
ecology 34.2 46.2 52.4 35.3 45.7 53.1
economics 5.4 10.8 60.0 3.8 9.2 54.6
education 10.0 29.0 71.0 7.0 29.0 74.0
electrical_engineering 22.3 27.7 34.8 18.8 26.9 35.0
electronics_engineering 14.2 30.3 59.3 16.1 32.1 62.9
energy_management 26.4 32.3 40.3 22.1 29.8 38.2
environmental_science 26.4 32.6 38.0 28.0 34.4 41.4
fashion 32.6 42.8 49.6 29.6 41.6 48.7
food_processing 8.3 19.0 45.8 5.7 12.9 36.8
gas_technology_and_engineering 16.7 26.0 39.9 12.0 21.4 31.2
geomatics 22.8 31.8 43.8 19.5 29.4 41.8
health 9.0 30.0 71.0 13.0 28.0 61.0
industrial_engineer 23.6 42.3 49.0 22.1 41.7 47.1
information_technology 38.9 56.5 74.2 24.2 42.1 63.5
interior_architecture_and_design 19.5 37.3 58.8 17.2 34.3 58.6
korean_history 2.0 9.0 37.0 2.0 10.0 30.0
law 6.0 15.6 50.2 6.9 14.0 45.6
machine_design_and_manufacturing 24.4 37.9 51.0 23.0 33.8 48.4
management 8.9 23.7 64.4 8.1 23.1 58.7
maritime_engineering 21.3 40.8 49.8 18.0 31.8 43.3
marketing 37.8 59.7 85.1 37.1 60.2 81.9
materials_engineering 15.1 29.0 50.2 7.2 20.9 37.9
math 18.7 26.7 36.7 20.3 22.7 28.7
mechanical_engineering 12.8 26.1 41.5 14.5 25.4 46.4
nondestructive_testing 27.2 40.9 48.4 26.4 38.7 48.5
patent 7.0 16.0 39.0 4.0 11.0 33.0
political_science_and_sociology 11.7 30.7 62.0 13.3 27.3 56.7
psychology 18.4 31.1 51.5 15.2 30.1 45.4
public_safety 7.9 14.1 40.3 7.5 16.0 41.0
railway_and_automotive_engineering 20.5 31.7 40.1 22.2 31.6 39.2
real_estate 2.0 7.5 53.0 3.5 8.5 45.0
refrigerating_machinery 18.9 29.1 39.4 18.0 27.6 37.2
social_welfare 25.0 41.0 64.7 22.0 38.2 60.1
taxation 3.0 7.5 42.5 4.0 7.5 32.0
telecommunications_and_wireless_technology 39.1 50.0 64.2 36.6 50.7 64.4

Table 11: 5-shot accuracy using the Direct method for QWEN (original and chat versions) broken down by category.
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Category GEMINI-PRO GPT-3.5-TURBO GPT-4 HYPERCLOVA X

accounting 44.0 46.0 42.0 71.0
agricultural_sciences 42.5 42.7 34.1 50.2
aviation_engineering_and_maintenance 53.0 49.0 43.5 63.9
biology 46.5 47.9 35.0 51.3
chemical_engineering 51.9 47.9 42.9 61.3
chemistry 50.2 48.8 45.0 64.8
civil_engineering 47.6 45.1 41.2 53.9
computer_science 75.0 78.5 66.1 87.7
construction 37.6 41.9 34.9 46.7
criminal_law 39.0 48.5 32.5 50.5
ecology 52.6 57.3 47.0 59.2
economics 53.1 65.4 40.8 67.7
education 58.0 72.0 40.0 84.0
electrical_engineering 39.1 35.3 34.8 43.2
electronics_engineering 60.2 59.8 52.1 69.9
energy_management 38.1 37.6 33.9 43.9
environmental_science 38.0 36.3 34.8 44.4
fashion 53.0 57.2 46.6 61.7
food_processing 50.1 50.3 39.6 57.4
gas_technology_and_engineering 42.0 42.3 34.5 49.0
geomatics 41.7 49.4 41.8 50.9
health 65.0 72.0 50.0 71.0
industrial_engineer 50.7 50.2 43.3 58.1
information_technology 72.3 73.1 66.3 83.7
interior_architecture_and_design 63.5 69.1 51.0 69.8
korean_history 41.0 42.0 32.0 35.0
law 48.5 58.7 40.2 58.6
machine_design_and_manufacturing 54.4 50.8 43.9 64.9
management 59.7 64.3 51.2 74.1
maritime_engineering 51.2 54.3 45.2 60.8
marketing 81.0 83.1 71.1 89.3
materials_engineering 53.8 52.1 43.5 66.0
math 26.7 26.7 30.3 31.0
mechanical_engineering 48.7 46.3 38.9 57.3
nondestructive_testing 52.9 50.6 42.8 59.9
patent 37.0 52.0 34.0 43.0
political_science_and_sociology 57.7 66.7 47.7 74.0
psychology 47.0 58.7 37.0 61.3
public_safety 41.3 41.0 36.5 51.5
railway_and_automotive_engineering 42.8 41.2 34.7 51.7
real_estate 45.0 53.0 37.0 56.5
refrigerating_machinery 40.7 40.0 33.9 48.1
social_welfare 60.6 61.6 49.6 76.4
taxation 40.0 48.0 33.0 48.0
telecommunications_and_wireless_technology 63.7 63.0 54.8 74.9

Table 12: 5-shot accuracy using the Direct method for GEMINI-PRO, GPT-3.5-TURBO, GPT-4 and HYPERCLOVA
X broken down by category.
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Category QWEN-72B-CHAT HYPERCLOVA X GPT-3.5-TURBO GPT-4

accounting 21.7 17.4 19.6 26.1
agricultural_sciences 13.0 14.0 15.0 13.0
aviation_engineering_and_maintenance 21.0 24.0 26.0 38.0
biology 21.0 24.0 15.0 14.0
chemical_engineering 17.0 31.0 26.0 43.0
chemistry 22.0 30.0 29.0 44.0
civil_engineering 17.0 25.0 20.0 16.0
computer_science 25.0 36.0 18.0 25.0
construction 26.0 28.0 18.0 24.0
criminal_law 9.0 24.0 9.0 8.0
ecology 12.0 24.0 16.0 11.0
economics 23.8 33.3 26.2 28.6
education 17.4 26.1 0.0 26.1
electrical_engineering 11.0 24.0 20.0 30.0
electronics_engineering 23.0 20.0 34.0 48.0
energy_management 18.0 15.0 25.0 26.0
environmental_science 16.0 22.0 17.0 27.0
fashion 20.0 29.0 24.0 16.0
food_processing 17.0 24.0 21.0 28.0
gas_technology_and_engineering 19.0 29.0 25.0 31.0
geomatics 18.0 24.0 20.0 24.0
health 8.7 26.1 26.1 21.7
industrial_engineer 13.0 27.0 19.0 22.0
information_technology 28.0 33.0 41.0 46.0
interior_architecture_and_design 21.0 37.0 29.0 24.0
korean_history 11.4 47.7 18.2 9.1
law 13.0 35.0 11.0 17.0
machine_design_and_manufacturing 19.0 32.0 23.0 32.0
management 26.0 24.0 20.0 23.0
maritime_engineering 21.0 27.0 19.0 21.0
marketing 29.0 18.0 17.0 18.0
materials_engineering 21.0 24.0 20.0 24.0
math 18.0 32.0 31.0 51.0
mechanical_engineering 17.0 25.0 20.0 36.0
nondestructive_testing 19.0 23.0 27.0 24.0
patent 18.0 23.5 23.5 11.8
political_science_and_sociology 24.4 27.8 4.4 14.4
psychology 16.0 36.0 14.0 9.0
public_safety 21.0 30.0 13.0 12.0
railway_and_automotive_engineering 12.0 25.0 19.0 29.0
real_estate 10.1 25.8 10.1 14.6
refrigerating_machinery 18.0 26.0 26.0 38.0
social_welfare 13.0 35.0 36.0 51.0
taxation 5.2 26.0 10.4 4.2
telecommunications_and_wireless_technology 25.0 30.0 30.0 38.0

Table 13: 5-shot accuracy using the CoT method for QWEN-72B-CHAT, GPT-3.5-TURBO, GPT-4 and HYPER-
CLOVA X broken down by category.
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Figure 10: Comparison of GPT-4 and HYPERCLOVA
X using the Direct method in a 5-shot setting. GPT-4
in Blue and HYPERCLOVA X in Red.
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