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Abstract

Understanding the deep semantics of images001
is essential in the era dominated by social me-002
dia. However, current research works primarily003
on the superficial description of images, reveal-004
ing a notable deficiency in the systematic in-005
vestigation of the inherent deep semantics. In006
this work, we introduce DEEPEVAL, a com-007
prehensive benchmark to assess Large Multi-008
modal Models’ (LMMs) capacities of visual009
deep semantics. DEEPEVAL includes human-010
annotated dataset and three progressive sub-011
tasks: fine-grained description selection, in-012
depth title matching, and deep semantics un-013
derstanding. Utilizing DEEPEVAL, we evalu-014
ate 9 open-source LMMs and GPT-4V(ision).015
Our evaluation demonstrates a substantial gap016
between the deep semantic comprehension ca-017
pabilities of existing LMMs and humans. For018
example, GPT-4V is 30% behind humans in019
understanding deep semantics, even though it020
achieves human-comparable performance in021
image description. Further analysis reveals that022
LMM performance on DEEPEVAL varies ac-023
cording to the specific facets of deep seman-024
tics explored, indicating the fundamental chal-025
lenges remaining in developing LMMs.026

1 Introduction027

The Image is more than an idea. It is028

a vortex or cluster of fused ideas and is029

endowed with energy.030

— Ezra Pound (1915)031

Deep semantics of an image refer to the under-032

lying meanings that extend beyond the superficial033

interpretation, probing into the essence of the im-034

age (Barthes, 1968). Although not every image035

inherently carries profound semantics, the concept036

of deep semantics is widespread across various037

fields (Barthes, 1999; Deman, 2010; Barthes, 2000;038

Somov, 2005, 2006). Understanding the deep se-039

mantics of images is a manifestation of high-level040

Please write the image description.
Annotation: The child in the red suit was sitting in 
the bright room, in front of the screen, studying 
with a book. He says, "Here." Outside the window, 
a child in tattered clothes was also studying,he 
also says "Here".

Please draft the image title.
Annotation: Although Poor, But to Learn

Choose the correct answer to the following question. Which following 
text is the deep semantics of the image?
A. This picture shows that with the development of technology, ...
B. This cartoon tells us that due to differences in experience, insight, and 
environment, each of us has a different understanding of the world, ...
C. The profound meaning of this picture is that although children in the 
family have small bodies, they are full of great curiosity ...
D. Rich or poor, every child has the right to learn. Keep on learning even if 
you are poor.

Figure 1: An example from the DEEPEVAL dataset in-
cludes annotated description, annotated title, and the
corresponding multiple-choice question for deep seman-
tics from the deep semantics understanding task.

human intelligence, serving as an important means 041

of exploration from perceptual intelligence to cog- 042

nitive intelligence. 043

However, previous efforts in visual understand- 044

ing mainly focus on surface-level aspects of images, 045

such as object attributes (Wang et al., 2022) and re- 046

lationship reasoning (Hudson and Manning, 2019). 047

Earlier attempts on deep semantic are limited in 048

scope, focusing solely on sarcasm or humor, (Cai 049

et al., 2019a; Chauhan et al., 2022; Boccignone 050

et al., 2017; Patro et al., 2021), and lack in system- 051

atic investigation of the inherent deep semantic. 052

To address the mentioned limitations and fill the 053

current research gap, we introduce DEEPEVAL, a 054

benchmark for understanding the deep semantics of 055

cartoons across various categories, accompanied by 056

a meticulously annotated dataset. Additionally, we 057

have devised three tasks: Fine-grained Description 058

Selection, In-depth Title Matching, and Deep Se- 059

mantics Understanding, to comprehensively eval- 060

uate models’ capabilities in understanding deep 061

semantics. Cartoons, often imbued with profound 062

meanings by their creators, are an ideal subject for 063

this study. The DEEPEVAL dataset comprises over 064
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1,000 samples, each featuring a cartoon image and065

manually annotated components, including image066

description, title, and deep semantics. Moreover,067

we have developed multiple-choice questions for068

quantitative assessment, tailored for each task.069

We conduct evaluations on various open-source070

LMMs as well as the proprietary GPT-4V(ision).071

Our findings reveal a significant gap between the072

capabilities of AI and humans in understanding073

deep meaning. Models with a larger number of074

parameters generally demonstrate a better under-075

standing of deep semantics. Moreover, we discover076

that incorporating a description significantly helps077

these models in grasping the underlying semantics078

of an image. Furthermore, We also explore the079

performance of different models across various cat-080

egories of images. By undertaking this task, we081

want to promote research in the development of082

models capable of comprehending deep semantics083

within visual content.084

2 Related Work085

Large Multimodal Models Large language mod-086

els (LLMs) have exhibited strong abilities in vari-087

ous natural language understanding and generation088

tasks (Touvron et al., 2023a,b; Ray, 2023). Draw-089

ing on LLMs’ scaling law, a series of Large Multi-090

modal Models (LMMs) using LLMs as the back-091

bone has emerged. These models (Tsimpoukelli092

et al., 2021; Li et al., 2023c; Liu et al., 2023b,a;093

Zhu et al., 2023; Wang et al., 2023; Ye et al., 2023)094

have aligned visual features with language models095

through additional layers or specialized modules.096

Several closed-source LMMs (Alayrac et al., 2022;097

Driess et al., 2023), especially GPT-4V (Yang et al.,098

2023b), show remarkable ability in managing com-099

plex multimodal inputs. These models have set new100

benchmarks in performance (Fu et al., 2023; Li101

et al., 2023a), increasingly becoming predominant102

in visual-language research. However, relevant103

studies suggest that LMMs still face limitations in104

comprehending deeper semantics (Liu et al., 2023c;105

Yang et al., 2023a).106

Visual Deep Semantics Understanding Under-107

standing the deep semantics of visual content rep-108

resents a critical cognitive ability in humans. For109

AI, this ability showcases its depth of understand-110

ing images (Wang et al., 2021; Kruk et al., 2023).111

Present evaluations (Lin et al., 2014; Antol et al.,112

2015; Goyal et al., 2017; Gurari et al., 2018; Hud-113

son and Manning, 2019; Wang et al., 2022; Xia114

Satirical

Humorous

Philosophical

Inspiring

Touching

Critical

Figure 2: The distribution of six categories of DEEPE-
VAL dataset.

et al., 2023) mainly concentrate on superficial as- 115

pect of understanding. Pioneering research in af- 116

fective image classification (Yanulevskaya et al., 117

2008; Machajdik and Hanbury, 2010) has shown 118

that LLMs are capable of attaining an understand- 119

ing beyond mere surface content. Research in sar- 120

casm (Das and Clark, 2018; Cai et al., 2019b; Lem- 121

mens et al., 2020; Abu Farha et al., 2022) and hu- 122

mor detection (Radev et al., 2016) only employs 123

classification tasks. The further work (Desai et al., 124

2022) provides explanations for satirical content. 125

The most relevant prior work Hessel et al. (2022) 126

select humorous captions for images and provide 127

explanations. However, it exclusively focuses on 128

humor evaluation. In contrast, our work is pio- 129

neering in its comprehensive exploration of visual 130

deep semantics across multiple categories, offering 131

a more thorough assessment of the deep semantics 132

within images. We provide a detailed comparison 133

between our method and previous studies in Table 134

1, and the categories covered by our method are 135

illustrated in Figure 2. 136

3 Dataset and Task overview 137

The DEEPEVAL dataset includes 1,001 samples, 138

each with an image and three manually annotated 139

components: a description, a title, and deep se- 140

mantics, with the statistical information about the 141

text displayed in Table 2. To enable quantitative 142

evaluation, we additionally crafted multiple-choice 143

questions to test the understanding of descriptions, 144

titles, and deep semantics. Each segment is rep- 145

resented by 1,001 questions, where each question 146

presents an image, a question text, and four poten- 147

tial answers. Only one answer is correct, while 148

the others serve as distractors. Figure 1 illustrates 149

examples of the manually annotated components 150

and the multiple-choice questions. 151
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Benchmark Task Semantics # Category Img Type
avg. length size

HCD (Radev et al., 2016) Funniness Classification - - 1
FSD (Das and Clark, 2018) Sarcasm Classification - - 1
MTSD (Cai et al., 2019b) Sarcasm Classification - - 1
RTSD (Lemmens et al., 2020) Sarcasm Classification - - 1
iSarcasmEval (Abu Farha et al., 2022) Sarcasm Classification - - 1
MORE (Desai et al., 2022) Sarcasm Explanation 15 3510 1
HUB(Hessel et al., 2022) Matching+Ranking+Explanation 60 651 1

DEEPEVAL(Ours) Description+Title+Deep Semantics 37 1001 6

Table 1: Features and statistical information of DEEPEVALand prior related datasets. "Semantics" refers to the
explanatory texts in More and HUB, as well as annotated deep semantics texts in our dataset. "Img Type" includes
black and white images and color images. The "-" refers to no semantics text in classification task.

Dataset Size Description Length
tot. avg.

1001 49,595 49.55

Deep Semantics Length Title Length
tot. avg. tot. avg.

37,002 36.97 5,709 5.70

Table 2: Statistics of DEEPEVALdataset. The length of
the text is calculated by counting the number of words
contained in the text.

To explore the capabilities of LMMs in compre-152

hending the deep semantics of image, we construct153

a comprehensive evaluation evaluation consisting154

of three main subtasks:155

• Fine-grained Description Selection Task:156

Evaluating the ability of models to accurately157

identify the surface-level details of images.158

• In-depth Title Matching Task: Assessing the159

capability of models to understand the overall160

signification of images.161

• Deep Semantics Understanding Task: Evalu-162

ating the ability of models to understand the163

detailed deep semantic meanings of images.164

Together, these subtasks offer a robust and mul-165

tifaceted evaluation of LLMs, enabling a deeper166

understanding of their strengths and limitations in167

image understanding.168

4 Dataset Construction169

We collect DEEPEVAL dataset in a multi-step170

crowd-sourcing pipeline, including 1) image col-171

lection, 2) data annotation, 3) options generation.172

With selected high-quality comic images, we ask173

crowd-source workers to write a description, a title174

and deep semantics of each image.175

4.1 Image collection 176

The image data in the DEEPEVAL dataset were 177

obtained by web scraping from websites. A to- 178

tal of 1001 images were collected from Pinterest1, 179

Cartoon Movement2, and Google search. The gath- 180

ered images span a diverse array of genres, encom- 181

passing satirical representations of current events, 182

philosophical narratives, humorous and entertain- 183

ing content, among others. After collection, a man- 184

ual screening process was conducted to remove 185

duplicates and unclear images. 186

4.2 Data annotation 187

Deep semantics of images often requires extensive 188

common sense knowledge and advanced reasoning 189

abilities. To obtain high-quality image descrip- 190

tions and connotation interpretations, we primarily 191

utilize manual annotation to collect gold-standard 192

answers with rigorous quality controls. 193

Annotator Recruitment and Instruction We 194

posted a job description on online forums to in- 195

vite over 50 applicants with at least a Bachelor’s 196

degree to participate in an online pre-annotation 197

instruction and qualification test. Based on their 198

preferences, we divided them into two groups: an- 199

notators and inspectors. After completing the pre- 200

annotation instructions, we conducted a qualifica- 201

tion test for quality control. In the end, we selected 202

26 annotators and 18 inspectors. 203

Cross-checking Annotation We divide the an- 204

notation process into 3 phases. In the first phase, 205

annotators randomly selected comic images from 206

the dataset for annotation of image description, ti- 207

tle and deep semantics. The image description 208

and deep semantics should be over 80 characters, 209

1https://www.pinterest.com/
2https://cartoonmovement.com/
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Stage 2: Quality ControlStage 1: Image Collection 
& Human Annotation

Stage 3: Distractor Generation

 / 

 / 

Author Randomly Check 50% HITS

Description Distractor Generated by Chatgpt: 
1. The robot in the silver armor was walking in the futuristic city, in front of the building, 
analyzing with a computer. It beeps, "Boop." Outside the spaceship, an alien in shiny 
clothes was also exploring, it also hisses "Hiss".
2. ...
3. ...

Deep Semantics Distractor Filtered by CLIP and Chatgpt:

Title Distractor Filtered by CLIP and Authors:

1st time  : Re-annotation
2nd time  : Remove

At least one  in 2 rounds : 
Accepted

Description: The child in the 
red suit was sitting in the 

bright room, in front of the 
screen, studying with a book. 
He says, "Here." Outside the 
window, a child in tattered 

clothes was also studying, he 
also says "Here".

Deep Semantics: Rich or poor, 
every child has the right to 

learn. Keep on learning even if 
you are poor.

Title: Although Poor, But to 
Learn

Figure 3: Schematic diagram of DEEPEVAL dataset construction process including three stages: Image Collection
& Human Annotation, Quality Control and Distractor Generation.

while the proposed title should be over 3 characters,210

or else they cannot be submitted. Subsequent to211

this phase, each image has been transformed into212

a quadruple (image, description, title, deep seman-213

tics), marking the completion of the initial dataset214

construction.215

In the second phase, inspectors will check the216

annotated images. When encountering low-quality217

annotations, they can drop them. Each image anno-218

tation will be checked by two inspectors. If both219

inspectors drop the annotation, we will drop it and220

put the image back into the dataset for annotation.221

If a comic image is rejected in two rounds of anno-222

tation, it means that the semantics conveyed by the223

image is not clear, and we will drop the image. At224

the culmination of this stage, we have elevated the225

quality of the dataset, essentially completing the226

foundational construction of the dataset.227

In the third phase, to ensure the work of the228

inspectors, the author randomly selected 50% of229

the HITS from the second phase to ensure that230

the annotation meets our standards. In the final231

stage, we have acquired 1001 high-quality data232

entries, each represented as a quadruple (image,233

description, title, deep semantics).234

4.3 Options Generation235

After obtaining the image annotations, we use the236

annotated text as the correct option and construct237

three distractor options. Considering the high cost238

of constructing all distractor options using manual239

annotators, we have utilized the power of CLIP240

model and ChatGPT model in this section. 241

For the image description, we employ the Chat- 242

GPT model to generate sentences that retain sen- 243

tence format but change the nouns, verbs, adverbs, 244

or adjectives in the text to generate more intrusive 245

options in the detailed description. The author man- 246

ually checked all options in 100 images to ensure 247

that the multiple-choice questions maintain a cer- 248

tain level of difficulty while having a unique and 249

correct answer. Noting that detailed prompt and 250

examples can be found in Appendix A. 251

For the deep semantics of the image, we use the 252

CLIP model to calculate the similarity between the 253

image and other underlying semantics texts. We 254

aim to select texts with higher similarity scores 255

as distractors to create more challenging options. 256

However, due to the presence of images with sim- 257

ilar themes in the dataset, which may share simi- 258

lar semantics and potentially cause confusion, we 259

utilize the ChatGPT model to eliminate distractor 260

texts that are too similar to the correct option. Sub- 261

sequently, we select the top three terms with the 262

highest similarity as distractor terms. 263

For image titles, we similarly utilize the CLIP 264

model to determine the similarity between the im- 265

age and other titles. However, as there may be 266

numerous titles with distinct semantics that could 267

potentially serve as the title for the same image, dis- 268

cerning whether a title causes confusion becomes 269

more challenging. Therefore, in this part, the au- 270

thors manually filter out confusing distractor texts 271

and select texts with high similarity scores as dis- 272
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tractor options, thus creating a challenging task that273

minimizes confusion.274

4.4 Subtask Composition275

We divide the task of understanding the deep se-276

mantics of cartoon into three progressive parts:277

fine-grained image description selection, in-depth278

title matching, and deep semantics understanding.279

Among them, the fine-grained description selection280

task requires multi-modal models to identify the281

surface-level details of the images. The in-depth282

title matching task requires models to comprehend283

the overall significance of the images and grasp284

their basic intentions. The deep semantics under-285

standing task takes it a step further by demanding286

multi-modal models to acquire a comprehensive287

and detailed understanding of the thoughts, conno-288

tations, and information conveyed in the images.289

It can be observed that these three tasks gradually290

augment the comprehension of images, each task291

building upon the previous one to deepen the level292

of understanding. In these three tasks, each ques-293

tion consists of an image and a multiple-choice294

question with four options. The model is then re-295

quired to choose the option it believes is the best296

description, title, or connotation from the four op-297

tions.298

4.5 Dataset quality299

To ensure the quality of the dataset, the authors300

have randomly checked 50% of the data for descrip-301

tions, titles, deep semantics annotations, and the302

multiple-choice questions of the three tasks. this303

ensures that the content of descriptions, titles, and304

deep semantics annotations meet the standards and305

maintained high quality. For the multiple-choice306

questions, this confirms that they were challenging307

and had standard answers. Furthermore, we em-308

ployed annotators to evaluate the triplets of each309

image (description, title, semantics) and provide a310

score between 1 and 5. A score of 1 indicates com-311

plete inconsistency, a score of 5 indicates complete312

consistency, and each image is evaluated by three313

different annotators. Finally, our dataset obtained314

an average score of 4.74, indicating that our dataset315

is of high quality.316

4.6 License and Copyright317

In this dataset, we used original web links of comic318

images without infringing on their copyright. For319

images sourced from MathPile governed by li-320

censes stricter than CC BY-NC-SA 4.0, MathPile321

adheres to the more restrictive licensing terms. Oth- 322

erwise, it operates under the CC BY-NC-SA 4.0 323

license. This work is licensed under a CC BY-NC 324

license. Our annotators participated in the annota- 325

tion process voluntarily and received fair compen- 326

sation. 327

5 Experiments 328

5.1 Baselines 329

In consideration of the strong performance ex- 330

hibited by Large Multimodal Models(LMMs) in 331

addressing image comprehension challenges, we 332

introduce the following seven LMMs: LLaVA- 333

1.5 (Liu et al., 2023a), MiniGPT-4 (Zhu 334

et al., 2023), mPLUG-Owl2 (Ye et al., 2023), 335

CogVLM (Wang et al., 2023), Qwen-VL (Bai et al., 336

2023b), InstructBlip2 (Dai et al., 2023), Fuyu (Bav- 337

ishi et al., 2023), GPT-4V (Yang et al., 2023b). A 338

detailed introduction to these models can be found 339

in the Appendix F. 340

5.2 Experiment Details 341

In evaluating performance for our tasks, accuracy 342

serves as the primary metric. A model’s answer 343

is deemed correct when it aligns with the estab- 344

lished standard answer. Accuracy is quantified by 345

the ratio of the number of correct responses Nr 346

to the total number of question N , expressed as 347

Nr/N . Our task prompts commence with a topic 348

specification, encompassing description, title, or 349

deep semantics, succeeded by multiple-choice op- 350

tions A, B, C, and D. To minimize deviations in 351

results caused by variations in the text descriptions 352

within the prompt, we have developed three distinct 353

prompt formats, which are elaborately described 354

in Appendix refsec:prom-deta. The parameters for 355

each model used in the experiment, including possi- 356

ble settings for temperature and top-k, are compre- 357

hensively detailed in Appendix refsec:mod-para-de. 358

Furthermore, to assess human capabilities in these 359

tasks, we randomly select 100 questions from the 360

dataset for each task and have annotators answer 361

them. This allows us to benchmark the perfor- 362

mance of human participants against our models, 363

offering a thorough comparison of both human and 364

machine proficiency in these specific tasks. 365

5.3 Main Results 366

Fine-grained Description Selection Task The 367

results of various multimodal large models in fine- 368

grained description selection task are shown in 369
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Model Backbone # Params Description Title DeepSemantics

CogVLM (Wang et al., 2023) Vicuna-v1.5 17B 72.83±6.81 45.05±5.89 32.20±1.00

InstructBlip-13B (Dai et al., 2023) Vicuna-v1.5 14B 59.44±6.12 36.66±3.55 15.75±2.04

LLaVA-1.5-13B (Liu et al., 2023a) Vicuna-v1.5 13B 53.91±10.92 35.13±5.16 25.71±0.16

Qwen-VL-Chat (Bai et al., 2023b) Qwen 10B 78.82±4.68 47.68±1.79 28.30±0.40

mPlug-Owl2 (Ye et al., 2023) LLaMA2 8B 75.26±3.66 47.75±0.85 31.37±2.55

MiniGPT-4 (Zhu et al., 2023) LLaMA2 8B 41.79±5.74 33.00±4.30 26.34±2.24

InstructBlip-7B (Dai et al., 2023) Vicuna-v1.5 8B 49.88±6.18 32.23±4.87 15.72±1.26

Fuyu (Bavishi et al., 2023) - 8B 27.04±5.14 26.60±1.00 20.21±3.53

LLaVA-1.5-7B (Liu et al., 2023a) Vicuna-v1.5 7B 48.62±13.61 32.00±6.48 24.94±2.05

GPT-4V (Yang et al., 2023b) - - 96.53±1.06 55.01±0.96 63.14±3.00

Human - - 100.00 94.00 93.00

Table 3: The benchmark includes the average accuracy (in percentages (%)) and variance on three prompts for
the DEEPEVALmethod. Description, Title and DeepSemantics represent Fine-grained Description Selection Task,
In-depth Title Matching Task, and Deep Semantics Undertanding Task respectively.

Table 3. It can be observed that Qwen-VL-Chat,370

among the open-source models, exhibit the high-371

est recognition capability for fine-grained surface372

description, with an accuracy of 78.82%. On the373

other hand, Fuyu demonstrates the weakest recog-374

nition ability for fine-grained surface-level infor-375

mation, with an accuracy of only 27.04%. The376

latest GPT-4V exhibits outstanding performance377

with an impressive accuracy of 96.53%. Neverthe-378

less, these models still do not match the capabilities379

of humans, whose accuracy remains at a perfect380

100%.381

In-depth Title Matching Task The performance382

of the model in the in-depth title matching task is383

also presented in Table 3. Among the open-source384

models, mPlug-Owl2 performs the best with an ac-385

curacy of 47.75%, while Fuyu shows the weakest386

performance with an accuracy of only 26.60%. The387

closed-source model GPT-4V outperforms them all,388

achieving an accuracy of 55.01%. A notable obser-389

vation across all models is that their performance390

in this task significantly trails behind their perfor-391

mance in the preceding fine-grained description392

selection task. This indicates that processing deep393

semantics is more challenging, despite the in-depth394

title matching task primarily addressing the broad395

essence rather than intricate details of deep seman-396

tics. Additionally, it’s evident that these models397

substantially fall short of human-level performance,398

which is marked at an impressive 94%.399

Deep Semantics Understanding Task Among400

open-source models, CogVLM showcases the high-401

est performance with an accuracy of 32.20%, while402

LLava-1.5-7B scores the lowest, achieving only403

15.72% accuracy, shown in Table 3. Unsurpris-404

ingly, GPT-4V achieves better results with an ac- 405

curacy of 63.14%. However, GPT-4V exhibits the 406

largest variance among all models, excluding Fuyu, 407

in deep semantics understanding, indicating insta- 408

bility despite its overall superior performance. Fur- 409

thermore, when comparing GPT-4V’s results across 410

all tasks, there is notably higher variance in the 411

deep semantics aspect, suggesting weaker perfor- 412

mance compared to other tasks. Additionally, we 413

note that the capabilities of these models are sig- 414

nificantly weaker than human performance, which 415

stands at 93%. 416

It can be observed that the accuracy of all eval- 417

uated models in deep semantics understanding is 418

significantly lower than their performance in im- 419

age description, and nearly all of them achieve 420

lower accuracy in deep semantics understanding 421

compared to the in-depth title matching task. This 422

underscores that comprehending the deep seman- 423

tics of images presents a significant challenge for 424

these models, and focusing on the finer details of 425

deep semantics adds further complexity, aligning 426

with our expectations. Interestingly, only GPT-4V 427

demonstrates higher accuracy in the deep semantics 428

task compared to the in-depth title matching task. 429

This could suggest that GPT-4V’s stronger under- 430

standing of longer texts, coupled with the detailed 431

information conveyed in deep semantics texts, aids 432

the model in making more accurate judgments in 433

deep semantics understanding. 434

6 Analysis 435

6.1 How do models perform across various 436

categories in image understanding? 437

By analyzing the model’s understanding capabil- 438

ities in different categories, we can pinpoint the 439
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Answer: A
(A) Tell us not to feel that our parents have not given 
us enough, they have already given everything they 
have.

Touching HumorousInspiring

Answer: B 
(B) This picture shows that when we encounter a dilemma, instead of 
just staying put and thinking without taking action, we should actually 
do it and find ways to solve the problem and get out of it.

Answer: C
(C) The concept of time varies greatly among different creatures. What one 
creature thinks is a short period of time, another creature will think it is very 
long.

Answer: B
(B) Parents always like to compare their 
children with others, never encourage them, 
not realizing that this greatly defeats their 
children's confidence.

Answer: B
(B) Parents always like to compare their 
children with others, never encourage them, 
not realizing that this greatly defeats their 
children's confidence.

Answer: D
(D) This image uses the hand about to drown to suggest the precarious 
state of the human spirit. Instead of reaching out and helping to solve 
the problem, society high-fives him and asks him to continue to be a 
strong, responsible person. This unhelpful behavior will only be the final 
straw that crushes the mental state.
Answer: C
(C) As illustrated at the top of the frame, this cartoon depicts two 
people with different mindsets. One kind of person has everything, but 
is still dissatisfied, and always clings to what he doesn't have; while the 
other kind of person seems to have nothing, but can always find 
happiness and satisfaction. The former kind of people are materially 
poor, and the latter kind of people are spiritually rich.

Answer: D
(D) This picture is superficially about the injuries and recovery of athletes, but 
in reality, it can point to all competitions in society such as exams, employment, 
and so on ... [text omitted]... The most thought-provoking thing in the picture is 
that the injured man cannot answer the question of whether he has put in too 
much effort, because no one can predict the outcome of their efforts.
Answer: A
(A) The comic strip portrays a deeper meaning related to hierarchical blame, 
power dynamics, and the negative consequences of a blame culture within 
organizations or systems. We should promote open communication, empathy, 
and a shared sense of responsibility within organizations or systems, thereby 
fostering a healthier and more productive work environment.

CogVLM

MiniGPT-4

Ground Truth

Figure 4: Random samples of answers chosen by CogVLM and MiniGPT-4, along with the standard answers,
covering three categories: Touching, Inspiring, and Humorous, with one sample from each category.

specific categories of relative strength or weakness.440

The performance of different models across cate-441

gories is illustrated in Figure 5, with three radar442

charts showcasing the model’s ability in interpret-443

ing image descriptions, titles, and deep semantics444

across different categories. The deep semantics445

graph reveals that different models exhibit their446

strengths in different categories. For instance, the447

mPlug-Owl2 and CogVLM models stand out in the448

Humorous and Inspiring categories, respectively.449

Furthermore, despite extensive prior research, Satir-450

ical category continues to challenge all models,451

with accuracy rates remaining below 30%. This un-452

derscores the Satirical category as a critical area for453

further research in understanding deep semantics454

within images.455

The Description Selection task’s radar charts,456

resembling regular hexagons, indicate a more uni-457

form comprehension of image descriptions across458

categories by the models. When evaluating titles,459

models show remarkable competency in both Hu-460

morous and Inspiring categories compared to oth-461

ers. However, regarding deep semantics, Inspiring462

consistently emerges as the top-performing cate-463

gory for four models, whereas a majority strug-464

gle with Humorous. This discrepancy may stem465

from the fact that Inspiring content often be suc-466

cinctly summarized in few sentences, in contrast to467

Humorous content, which typically involves more468

intricate interpretations that are heavily reliant on469

cultural context, timing, and the subtleties of lan-470

guage and expression. To provide a more intuitive471

display, Figures 4 showcase samples from typi-472

cal categories in the deep semantics understanding473

task for CogVLM, MiniGPT-4, and the standard 474

answers, while additional samples for other cate- 475

gories are available in Figures 7 in the Appendix E 476

. 477

6.2 Can image descriptions aid models’ 478

understanding of deep semantics? 479

It is commonly believed that models need to first 480

identify the content of image descriptions before 481

further comprehending the deep semantics. There- 482

fore, we were curious to explore whether inspiring 483

the model by incorporating its surface image de- 484

scriptions during the evaluation process would aid 485

in the model’s understanding of deep semantics. 486

This process is divided into two steps: 1) having 487

the model to generate detailed descriptions of the 488

images; 2) incorporating the detailed descriptions 489

into the prompt of the deep semantics understand- 490

ing task. Additionally, to more effectively demon- 491

strate the impact of integrating image descriptions 492

on the understanding of deep semantics, we also 493

directly include annotated image description texts 494

in the prompt. In this case, the first step is omitted, 495

and the detailed descriptions included in the second 496

step are the annotated detailed descriptions. 497

The results presented in Table 4 reveal that seven 498

out of the evaluated models demonstrate an en- 499

hancement in their understanding of deep seman- 500

tics upon the integration of model-generated image 501

descriptions, with an average increase of 1.8 per- 502

centage points. Eight out of the evaluated models 503

show enhanced deep semantics understanding ca- 504

pabilities when annotated image descriptions are 505

added, with an average increase of approximately 506

4.1 percentage points. Thus, it appears that inspir- 507
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Figure 5: The radar charts represent the performance of several typical models in understanding images across
different categories in our three tasks.

Model DS DS
(GeneDesc)

DS
(AnnoDesc)

CogVLM 31.17 32.57 37.96
InstructBlip-13B 17.77 19.78 23.48
LLaVA-1.5-13B 25.88 26.87 30.07
Qwen-VL-Chat 28.37 28.17 34.57
mPlug-Owl2 31.97 35.46 41.16
MiniGPT-4 27.27 27.77 34.07
InstructBlip-7B 14.29 19.38 19.38
Fuyu 16.98 16.78 23.98
LLaVA-1.5-7B 27.27 30.83 30.07

Table 4: The model’s capability to comprehend the deep
semantics of images while incorporating various im-
age descriptions. "DS" stands for "Deep Semantics",
"GeneDesc" represents model-generated image descrip-
tions. "AnnoDesc" signifies annotated image descrip-
tions.

ing the model by incorporating its descriptions of508

the surface content of images does contribute to en-509

hancing the model’s deep semantics understanding510

capabilities.511

6.3 How does model parameter size affect512

deep semantics understanding?513

Due to the Scaling Law, the number of parame-514

ters generally has a positive impact on the model’s515

performance. In this context, we also discuss the re-516

lationship between model parameters size and deep517

understanding. We examine two pairs of models,518

InstructBlip-13B vs. InstructBlip-7B and LLaVA-519

1.5-13B vs. LLaVA-1.5-7B, where each pair has520

consistent architecture and training processes, dif-521

fering only in parameter size. Figure 6 provide522

a visual representation of the mean and variance523

of accuracy across three tasks for these four mod-524

els. It is observable that the 7B models have lower525

accuracy across all three tasks compared to the526

13B models, indicating superior performance of527

the 13B models. Furthermore, the overall variance528

of the 7B models is higher than that of the 13B529

Figure 6: Comparison of the average accuracy and vari-
ance results between InstructBlip-13B vs InstructBlip-
7B and LLaVA-1.5-13B vs LLaVA-1.5-7B.

models. This indicates that, generally speaking, 530

the 13B models are also more stable than the 7B 531

models. From this, it is evident that an increase in 532

the number of parameters indeed has a positive im- 533

pact on the models’ deep semantics understanding 534

capabilities. 535

7 Conclusion 536

We propose DEEPEVAL, a benchmark for visual 537

deep semantics of LMMs. DEEPEVALconsists of 538

well-annotated dataset and three parts: fine-grained 539

description selection task, in-deep title matching 540

task, and deep semantic understanding task. Evalu- 541

ations are conducted on the leading LLMs, reveal- 542

ing a significant gap between AI and human capa- 543

bilities in understanding deep semantics. Further 544

analysis indicates that integrating image descrip- 545

tions during the inference process notably enhances 546

LMMs’ ability to perceive deep semantics. Exist- 547

ing models still have a long way to go in terms of 548

visual deep semantics understanding compared to 549

humans. We hope that the proposed dataset and 550

tasks can pave the way for AI to achieve a deeper 551

understanding of the profound semantics conveyed 552

by images. 553
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Limitations554

The deep semantics of cartoon images are varied,555

and due to our limited collection of images, it’s not556

feasible to encompass all potential deep semantic557

content. In this work, we have only exemplified558

some common categories, but the categories of im-559

ages in the real world far exceed these six. On this560

note, adding more images and annotations would561

help improve this issue. Furthermore, our images562

currently only include cartoons. Future work can563

expand to incorporate more types of images, such564

as photographs, advertising images, and artworks.565

Lastly, in the annotation process, we aim to reach566

a consensus among annotators on the deep seman-567

tics of images and only retain images with agreed-568

upon deep semantics. Therefore, images with deep569

semantics but significant controversy will not be570

included.571
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Sağnak Taşırlar. 2023. Introducing our multimodal 620
models. 621

Giuseppe Boccignone, Donatello Conte, Vittorio Cu- 622
culo, and Raffaella Lanzarotti. 2017. Amhuse: a 623
multimodal dataset for humour sensing. In Proceed- 624
ings of the 19th ACM international conference on 625
multimodal interaction, pages 438–445. 626

Yitao Cai, Huiyu Cai, and Xiaojun Wan. 2019a. Multi- 627
modal sarcasm detection in twitter with hierarchical 628
fusion model. In Proceedings of the 57th annual 629
meeting of the association for computational linguis- 630
tics, pages 2506–2515. 631

Yitao Cai, Huiyu Cai, and Xiaojun Wan. 2019b. Multi- 632
modal sarcasm detection in Twitter with hierarchical 633
fusion model. In Proceedings of the 57th Annual 634
Meeting of the Association for Computational Lin- 635
guistics, pages 2506–2515, Florence, Italy. Associa- 636
tion for Computational Linguistics. 637

Dushyant Singh Chauhan, Gopendra Vikram Singh, 638
Aseem Arora, Asif Ekbal, and Pushpak Bhat- 639
tacharyya. 2022. An emoji-aware multitask frame- 640
work for multimodal sarcasm detection. Knowledge- 641
Based Systems, 257:109924. 642

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng, 643
Zhanghao Wu, Hao Zhang, Lianmin Zheng, Siyuan 644
Zhuang, Yonghao Zhuang, Joseph E. Gonzalez, Ion 645
Stoica, and Eric P. Xing. 2023. Vicuna: An open- 646
source chatbot impressing gpt-4 with 90%* chatgpt 647
quality. 648

Wenliang Dai, Junnan Li, Dongxu Li, Anthony 649
Meng Huat Tiong, Junqi Zhao, Weisheng Wang, 650
Boyang Albert Li, Pascale Fung, and Steven C. H. 651
Hoi. 2023. Instructblip: Towards general-purpose 652
vision-language models with instruction tuning. 653
ArXiv, abs/2305.06500. 654

Dipto Das and Anthony J Clark. 2018. Sarcasm detec- 655
tion on flickr using a cnn. In Proceedings of the 2018 656
international conference on computing and big data, 657
pages 56–61. 658

Jonathon Deman. 2010. The comics other: Charting the 659
correspondence between comics and difference. 660

9

https://doi.org/10.18653/v1/2022.semeval-1.111
https://doi.org/10.18653/v1/2022.semeval-1.111
https://doi.org/10.18653/v1/2022.semeval-1.111
https://doi.org/10.18653/v1/2022.semeval-1.111
https://doi.org/10.18653/v1/2022.semeval-1.111
https://www.adept.ai/blog/fuyu-8b
https://www.adept.ai/blog/fuyu-8b
https://www.adept.ai/blog/fuyu-8b
https://doi.org/10.18653/v1/P19-1239
https://doi.org/10.18653/v1/P19-1239
https://doi.org/10.18653/v1/P19-1239
https://doi.org/10.18653/v1/P19-1239
https://doi.org/10.18653/v1/P19-1239
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://api.semanticscholar.org/CorpusID:258615266
https://api.semanticscholar.org/CorpusID:258615266
https://api.semanticscholar.org/CorpusID:258615266


Poorav Desai, Tanmoy Chakraborty, and Md Shad661
Akhtar. 2022. Nice perfume. how long did you mar-662
inate in it? multimodal sarcasm explanation. In663
Proceedings of the AAAI Conference on Artificial664
Intelligence (Volume 1: Long Papers), pages 10563—665
-10571. The Symposium on Educational Advances in666
Artificial Intelligence.667

Alexey Dosovitskiy, Lucas Beyer, Alexander668
Kolesnikov, Dirk Weissenborn, Xiaohua Zhai,669
Thomas Unterthiner, Mostafa Dehghani, Matthias670
Minderer, Georg Heigold, Sylvain Gelly, Jakob671
Uszkoreit, and Neil Houlsby. 2021. An image672
is worth 16x16 words: Transformers for image673
recognition at scale.674

Danny Driess, Fei Xia, Mehdi SM Sajjadi, Corey Lynch,675
Aakanksha Chowdhery, Brian Ichter, Ayzaan Wahid,676
Jonathan Tompson, Quan Vuong, Tianhe Yu, et al.677
2023. Palm-e: An embodied multimodal language678
model. arXiv preprint arXiv:2303.03378.679

Yuxin Fang, Wen Wang, Binhui Xie, Quan Sun, Ledell680
Wu, Xinggang Wang, Tiejun Huang, Xinlong Wang,681
and Yue Cao. 2022. Eva: Exploring the limits of682
masked visual representation learning at scale.683

Chaoyou Fu, Peixian Chen, Yunhang Shen, Yulei Qin,684
Mengdan Zhang, Xu Lin, Jinrui Yang, Xiawu Zheng,685
Ke Li, Xing Sun, et al. 2023. Mme: A comprehensive686
evaluation benchmark for multimodal large language687
models. arXiv preprint arXiv:2306.13394.688

Yash Goyal, Tejas Khot, Douglas Summers-Stay, Dhruv689
Batra, and Devi Parikh. 2017. Making the v in vqa690
matter: Elevating the role of image understanding691
in visual question answering. In Proceedings of the692
IEEE conference on computer vision and pattern693
recognition, pages 6904–6913.694

Danna Gurari, Qing Li, Abigale J Stangl, Anhong Guo,695
Chi Lin, Kristen Grauman, Jiebo Luo, and Jeffrey P696
Bigham. 2018. Vizwiz grand challenge: Answering697
visual questions from blind people. In Proceedings of698
the IEEE conference on computer vision and pattern699
recognition, pages 3608–3617.700
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Generation For Description 870
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use Chatgpt to complete this task. The following 874
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modify words with irrelevant meanings. 878
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Output: [Example Output 1] 880
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Input: [Example Input 2]881

Output: [Example Output 2]882

Input: [Example Input 3]883

Output: [Example Output 3]884

Input: [Input]885

Output:886

To ensure that ChatGPT understands our require-887

ments correctly, we use a 3-shot prompt. These888

three examples were manually written by the au-889

thor. The following is a modification example. It890

should be noted that the output of each example in891

the prompt has 3 modified paragraphs of text. For892

convenience, only one modified paragraph of text893

is shown here894

Source Text: In the picture,there are three895

queues,the first one named Critic has many peo-896

ple,stand in an endless line;the second one named897

Talker also has many people,but not that much as898

Critic;the third queue named Doer,with no one in899

line.900

Revised Text: In the picture, there are three cats,901

the first one named Critic has many toys, play in902

an endless loop; the second one named Talker also903

has many toys, but not that much as Critic; the904

third cat named Doer, with no toys to play with.905

B Prompt Details906

To eliminate the influence of prompt expression on907

model performance, we used the following three908

types of prompts for testing:909

• Choose the correct answer to the following910

question. Which following text is the [descrip-911

tion/best title/deep meaning] of the image?912

Options: (A) [...] (B) [...] (C) [...] (D) [...]913

Answer:914

• Select the appropriate [description/title/deep915

meaning] for the image from the options given.916

Which of these is the most suitable [descrip-917

tion/title/deep meaning] for the image?918

Choices: A) [...] B) [...] C) [...] D) [...]919

Correct Answer:920

• Identify the most suitable [descrip-921

tion/title/deep meaning] for the image922

from the given options. Which of the923

following should be chosen as the [descrip-924

tion/title/deep meaning]?925

Choices are: A. [...], B. [...], C. [...], and D.926

[...].927

The correct answer is:928

C Model Hyper-parameter Details 929

We use the default hyper-parameter values of the 930

models. In the LLaVa-1.5-7B and LLaVa-1.5-13B, 931

the temperature is set to 0.2. For MiniGPT-4, the 932

temperature is set to 1.0, and num_beams is also 933

set to 1.0. The temperature for mPlug-Owl-2 is set 934

to 0.7. For CogVLM, the temperature is set to 0.4, 935

top_p is set to 0.8, and top_k is set to 1.0. 936

D Categories Definition 937

Table 5 give the names and detailed definitions of 938

the categories in DEEPEVAL. 939

E Categories Samples 940

Figure 7 give the samples of answers chosen by 941

CogVLM and MiniGPT-4, in three Satirical, Criti- 942

cal, and Philosophical category. 943

F Large Multimodal Models 944

• LLaVA-1.5 (Liu et al., 2023a) is an end- 945

to-end LMM extended from Vicuna(Chiang 946

et al., 2023), augmented with vision encoder. 947

• MiniGPT-4 (Zhu et al., 2023) is an extension 948

of Vicuna, incorporating ViT (Dosovitskiy 949

et al., 2021) and Q-former (Li et al., 2023b) 950

as the vision encoder, while also featuring a 951

single linear projection layer sandwiched be- 952

tween them. 953

• mPLUG-Owl2 (Ye et al., 2023) is an exten- 954

sion of LLaMA-2-7B(Touvron et al., 2023b), 955

using ViT-L/14(Radford et al., 2021) as the 956

vision encoder, and introducing a visual ab- 957

stractor between them. 958

• CogVLM (Wang et al., 2023) is also 959

an extension of Vicuna, incorporating 960

ViT(Dosovitskiy et al., 2021) as the vision 961

encoder, a two-layer MLP(Shazeer, 2020) as 962

adapter, and introducing Visual expert mod- 963

ule. 964

• Qwen-VL (Bai et al., 2023b) is an extension 965

of Qwen-7B(Bai et al., 2023a), incorporating 966

ViT(Dosovitskiy et al., 2021) as the vision 967

encoder, and introducing a vision-language 968

adapter that compresses the image features. 969

• InstructBlip2 (Dai et al., 2023) employs ViT- 970

g/14 (Fang et al., 2022) as image encoder, and 971

four different LLMs as language decoders. In 972
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Table 5: The names and specific definitions of the categories in DEEPEVAL.

Category Definition

Humorous The image elicits amusement, laughter, or a sense of light-heartedness. It may
contain elements that are funny, witty, or clever.

Critical The image offers a critical perspective or analysis of a specific subject, aiming to
examine and evaluate its merits, shortcomings, or implications.

Touching The image evokes strong emotions such as joy, sadness, empathy, or nostalgia. It
may depict a heartwarming scene, a tender moment, or a poignant event.

Philosophical The image stimulates intellectual or philosophical contemplation. It raises
questions, challenges assumptions, or encourages viewers to reflect on deeper
meanings or concepts.

Inspiring The image motivates or uplifts viewers, conveying a positive message, encourag-
ing resilience, or instilling hope. It may depict acts of kindness, achievement, or
triumph over adversity.

Satirical The image conveys a message or commentary on a particular subject, often
by using irony, sarcasm, or wit to highlight flaws or satirize societal norms,
institutions, or individuals.

our following tests, we utilize vicuna-13B and973

vicuna-7B (Chiang et al., 2023) versions.974

• Fuyu (Bavishi et al., 2023) employs a decoder-975

only architecture, devoid of a dedicated image976

encoder for image processing. This design977

choice enables the model to support arbitrary978

image resolutions.979

• GPT-4V (Yang et al., 2023b) is OpenAI’s980

cutting-edge language model redefining nat-981

ural language processing with advanced con-982

textual understanding and versatile linguistic983

abilities.984
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Answer: B
(B) The cartoon expresses people's concern and anxiety 
about age. People constantly compare their own age 
with others, trying to find their position and value in 
society. However, such comparisons only make them feel 
more anxious and uneasy. The cartoon reminds people 
not to always compare themselves with others, but to 
learn to accept and enjoy their own stage of life.

Answer: C 
(C) This picture shows that some people are not on the 
same page, in order to maintain their own image choice 
and status, doing the crowning thing, while behind the 
scenes, but heartily despise the poor lower than their 
own status.

Answer: B
(B) The cartoon expresses people's concern and anxiety 
about age. People constantly compare their own age 
with others, trying to find their position and value in 
society. However, such comparisons only make them feel 
more anxious and uneasy. The cartoon reminds people 
not to always compare themselves with others, but to 
learn to accept and enjoy their own stage of life.

Satirical PhilosophicalCritical

CogVLM

MiniGPT-4

Ground Truth
Answer: A
(A) Without knowing a person's experience, we 
should not arbitrarily judge him or her, because 
this judgment is likely to be unfair

Answer: A
(A) We live under the expectations of others, devoid of 
individual thoughts, which prevents us from becoming 
complete souls. The expectations of others are restraints; 
we must live for ourselves and not let others become 
burdens in our lives.

Answer: D
(D) As illustrated at the top of the frame, this cartoon 
depicts two people with different mindsets. One kind of 
person has everything, but is still dissatisfied, and always 
clings to what he doesn't have; while the other kind of 
person seems to have nothing, but can always find 
happiness and satisfaction. The former kind of people 
are materially poor, and the latter kind of people are 
spiritually rich.

Answer: B
(B) This cartoon exposes human nature. Even 
family members, no matter how good their 
previous relationships were, will turn their backs 
when it comes to financial interests.

Answer: B
(B) The comic strip conveys a deeper meaning related to 
the divergent outcomes resulting from different choices 
and behaviors. The caricature also serves as a reminder 
that our actions have consequences and that making 
positive choices can lead to personal growth, fulfillment, 
and a vibrant life, while negative habits can lead to 
stagnation and a decline in overall well-being.

Answer: B 
(B) The comic strip conveys a deeper meaning related to 
the divergent outcomes resulting from different choices 
and behaviors. The caricature also serves as a reminder 
that our actions have consequences and that making 
positive choices can lead to personal growth, fulfillment, 
and a vibrant life, while negative habits can lead to 
stagnation and a decline in overall well-being.

Figure 7: Random samples of answers chosen by CogVLM and MiniGPT-4, along with the standard answers,
covering three categories: Satirical, Critical, and Philosophical, with one sample from each category.
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