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ABSTRACT

For many differentially private algorithms, such as the prominent noisy stochastic
gradient descent (DP-SGD), the analysis needed to bound the privacy leakage
of a single training run is well understood. However, few studies have reasoned
about the privacy leakage resulting from the multiple training runs needed to fine
tune the value of the training algorithm’s hyperparameters. In this work, we first
illustrate how simply setting hyperparameters based on non-private training runs
can leak private information. Motivated by this observation, we then provide
privacy guarantees for hyperparameter search procedures within the framework of
Renyi Differential Privacy. Our results improve and extend the work of Liu and
Talwar (STOC 2019). Our analysis supports our previous observation that tuning
hyperparameters does indeed leak private information, but we prove that, under
certain assumptions, this leakage is modest, as long as each candidate training run
needed to select hyperparameters is itself differentially private.

1 INTRODUCTION

Machine learning (ML) systems memorize training data and regurgitate excerpts from it when
probed (Carlini et al.,|2020). If the training data includes sensitive personal information, then this
presents an unacceptable privacy risk (Shokri et al.|, |2017). It may however still be useful to apply
machine learning to such data, e.g., in the case of healthcare (Kourou et al., 2015 |Wiens et al., [2019).
This has led to a significant body of research on the development of privacy-preserving machine
learning methods. Differential privacy (DP) (Dwork et al.|[2006bza)) provides a robust and quantitative
privacy guarantee. It has been widely accepted as the best framework for formally reasoning about
the privacy guarantees of a machine learning algorithm.

A popular method for ensuring DP is noisy (stochastic) gradient descent (a.k.a. DP-SGD) (Song
et al., 2013} |Bassily et al., 2014} |Abadi et al., |2016). DP-SGD differs from standard (stochastic)
gradient descent in three ways. First, gradients are computed on a per-example basis rather than
directly averaged across a minibatch of training examples. Second, each of these individual gradients
is clipped to ensure its 2-norm is bounded. Third, Gaussian noise is added to the gradients as they are
averaged and applied to update model parameters. These modifications bound the sensitivity of each
update so that the added noise ensures differential privacy. The composition (Dwork et al.,[2010) and
privacy amplification by subsampling (Balle et al., 2018)) properties of differential privacy thus imply
that the overall training procedure is differentially private. We can compute tight privacy loss bounds
for DP-SGD using techniques like the Moments Accountant (Abadi et al.,2016) or the closely related
framework of Rényi DP (Mironovl, 2017; Mironov et al.,[2019).

Machine learning systems have hyperparameters, such as the learning rate, minibatch size, or
choice of a regularizer to prevent overfitting. Details of the model architecture can also be treated
as hyperparameters of the optimization problem. Furthermore, learning within the constraints of
differential privacy may introduce additional hyperparameters, as illustrated in the DP-SGD optimizer
by the 2-norm bound value for clipping, the scale of the Gaussian noise, and the choice of stopping
time. Typically the training procedure is repeated many times with different hyperparameter settings
in order to select the best setting, an operation known as hyperparameter funing. This methodology
implies that even if each run of the training procedure is privacy-preserving, we need to take into
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account the fact that the training procedure is repeated (possibly many times) when reasoning about
the privacy of the overall learning procedure.

Can the tuning of hyperparameters reveal private information? This question has received remarkably
little attention and, in practice, it is often ignored entirely. We study this question and provide both
positive and negative answers.

1.1 OUR CONTRIBUTIONS

e We show that, under certain circumstances, the setting of hyperparamters can leak
private information. Hyperparameters are a narrow channel for private information to leak
through, but they can still reveal information about individuals if we are careless. Specifically,
if we tune the hyperparameters in an entirely non-private fashion, then individual outliers
can noticeably skew the optimal hyperparameter settings. This is sufficient to reveal the
presence or absence of these outliers a la membership inference (Shokri et al., 2017); it
shows that we must exercise care when setting hyperparameters.

e We provide tools for ensuring that the selection of hyperparameters is differentially

private. Specifically, if we repeat the training procedure multiple times (with different
hyperparameters) and each repetition of the training procedure is differentially private on its
own, then outputting the best repetition is differentially private. Of course, a basic version
of such a result follows from the composition properties of differential privacy (that is the
fact that one can “sum” the privacy loss bounds of multiple differentially private analyses
performed on the same data to bound the overall privacy loss from analyzing this data).
However, we provide quantitatively sharper bounds.
Specifically, our privacy loss bounds are either independent of the number of repetitions or
grow logarithmically in the number of repetitions, whereas composition would give linear
bounds. Rather than repeating the training procedure a fixed number of times, our results
require repeating the training procedure a random number of times. The privacy guarantees
depend on the distribution of the number of runs; we consider several distributions and
provide generic results. We discover a tradeoff between the privacy parameters and how
heavy-tailed the distribution of the number of repetitions is.

1.2 BACKGROUND AND RELATED WORK

Differential privacy (DP) is a framework to reason about the privacy guarantees of randomized
algorithms which analyze data (Dwork et al.| 2006bza). An algorithm is said to be DP if its outputs
on any pair of datasets that only differ on one individual’s data are indistinguishable. A bound on
this indistinguishability serves as the quantification for privacy. Formally, a randomized algorithm
M : X" — Yis (e,§)-DP if for any inputs , 2’ € X" differing only on the addition, removal, or
replacement of one individual’s records and for any subset of outputs S C ), we have

P[M(z) € S] < e°P[M(z") € S] + 6. (1)

Here, the parameter ¢ is known as the privacy loss bound — the smaller ¢ is, the stronger the privacy
guarantee provided is, because it is hard for an adversary to distinguish the outputs of the algorithm
on two adjacent inputs. The parameter ¢ is essentially the probability that the guarantee fails to hold.
One of the key properties of DP is that it composes: running multiple independent DP algorithms is
also DP and composition theorems allow us to bound the privacy parameters of such a sequence of
mechanisms in terms of the individual mechanisms’ privacy parameters (Dwork & Roth} [2014)).

There is a vast literature on differential privacy in machine learning. A popular tool is the DP-SGD
optimizer (Abadi et al.,[2016). Because the noise added is Gaussian and DP-SGD applies the same
(differentially private) training step sequentially, it is easier to reason about its privacy guarantees
in the framework of Rényi differential privacy (Mironov, |[2017)). Rényi differential privacy (RDP)
generalizes pure differential privacy (with § = 0) as follows. An algorithm M is said to be (A, £)-RDP
with A > 1 and € > 0, if for any adjacent inputs x, '

B A-1
Dy (M (@) |M () = 5 log | E, [(W) ] <o

where D (P||Q) is the Rényi divergence of order A between distributions P and Q. In the framework
of RDP, one obtains sharp and simple composition: If each individual mechanism M; is (), €;)-RDP,
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then the composition of running all of the mechanisms on the data satisfies (X, Y, &;)-RDP. For
instance, the privacy analysis of DP-SGD first analyzes the individual training steps then applies
composition. Note that it is common to keep track of multiple orders X in the analysis. Thus ¢ should
be thought of as a function £(\), rather than a single number. In many cases, such as Gaussian noise
addition, this is a linear function — i.e., e(\) = p - X for some p € R — and such a linear bound yields
the definition of zero-Concentrated DP with parameter p (p-zCDP) (Bun & Steinkel 2016)).

One could naively extend this composition-based approach to analyze the privacy of a training
algorithm which involves hyperparameter tuning. Indeed, if each training run performed to evaluate
one candidate set of hyperparameter values is DP, the overall procedure is also DP by composition
over all the hyperparameter values tried. However, this would lead to very loose guarantees of privacy.
Chaudhuri & Vinterbo|(2013) were the first to obtain improved DP bounds for hyperparameter tuning,
but their results require a stability property of the learning algorithm. The only prior work that has
attempted to obtain tighter guarantees for DP hyperparameter tuning in a black-box fashion is the
work of |Liu & Talwar|(2019). Their work is the starting point for ours.

Liu & Talwar|(2019) show that, if we start with a (¢, 0)-DP algorithm, repeatedly run it a random
number of times following a geometric distribution, and finally return the best output produced
by these runs, then this system satisfies (3¢, 0)-differential privacyﬂ Liu & Talwar (2019) also
consider algorithms satisfying (&, 9)-DP for § > 0. However, their analysis is restricted to the (e, J)
formulation of DP and they do not give any results for Rényi DP. This makes it difficult to apply
these results to modern DP machine learning systems, such as models trained with DP-SGD.

Our results directly improve on the results of |[Liu & Talwar| (2019)). We show that replacing the
geometric distribution on the number of repetitions in their result with the logarithmic distribution
yields (2¢, 0)-differential privacy as the final result. We also consider other distributions on the
number of repetitions, which give a spectrum of results. We simultaneously extend these results to
the Rényi DP framework, which yields sharper privacy analyses.

Independently Mohapatra et al.[(2021) study adaptive hyperparameter tuning under DP with compo-
sition. In contrast, our results are for non-adaptive hyperparameter tuning, i.e., “random search.”

A closely related line of work is on the problem of private selection. Well-known algorithms for
private selection include the exponential mechanism (McSherry & Talwarj, 2007) and the sparse
vector technique (Dwork et al., [2009; [Zhu & Wang, [2020). However, this line of work assumes that
there is a low-sensitivity function determining the quality of each of the options. This is usually not
the case for hyperparameters. Our results simply treat the ML algorithm as a black box; we only
assume that its output is private and make no assumptions about how that output was generated. Our
results also permit returning the entire trained model along with the selected hyperparameters.

2  MOTIVATION

A hyperparameter typically takes categorical values (e.g., the choice of activation function in a neural
network layer), or is a single number (e.g., a real number for the learning rate or an integer for the
number of epochs). Thus, it is intuitive that a hyperparameter provides little capacity as a channel
to leak private information from the training data. Nevertheless, leakage can happen, in particular
when training is done without preserving privacy. We illustrate how with the constructed example of
hyperparameter tuning for a support vector machine learning (SVM) learned from a synthetic data
distribution. We consider a SVM with a soft margin; we use stochastic gradient descent to minimize
the corresponding objective involving the hinge loss and a weight penalty:

Los(@,y) = [w]|3 + amax{0,1 - y(w- 2 +b)}

where y € {—1,1} indicates the label of training example € R2. Because our purpose here is
to illustrate how leakage of private information can arise from hyperparameter tuning, we work
with a synthetic data distribution for simplicity of exposition: we draw 40 inputs from isotropic 2D
Gaussians of standard deviation 1.0 to form the training set D. The negative class is sampled from a
Gaussian centered at ;1 = (7.86, —3.36) and the positive at 1 = (6.42, —9.17).

Our learning procedure has a single hyperparameter « controlling how much importance is given to
the hinge loss, i.e., how much the SVM is penalized for using slack variables to misclassify some of

'Liu & Talwar (2019) prove several other results with slightly different formulations of the problem, but this
result is representative and is most relevant to our discussion here.
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the training data. We first tune the value of a with the training set D and report training accuracy as
a function of « in Figure 1} Next, we repeat this experiment on a dataset D’ to which we added 8
outliers z, = (7.9, —8.0) to the negative class. The resulting hyperparameter tuning curve is added to
Figure[I} By comparing both curves, it is clear that the choice of hyperparameter ov which maximizes
accuracy differs in the two settings: the best performance is achieved around o = 8 with outliers
whereas increasing « is detrimental to performance without outliers.

This difference can be exploited to perform a 100
variant of a membership inference attack (Shokri
et al.. 2017): Here, one could infer from the
value of the hyperparameter o whether or not
the outlier points x, were part of the training
set or not. While the example is constructed,
this shows how we must be careful when tuning
hyperparameters: in corner cases such as the
one presented here, it is possible for some infor-
mation contained in the training data to leak in 7 T " = A p
hyperparameter choices. Regularization parameter a

—— no outliers
8 outliers

0.95

Madel accuracy
e & o o o
S S @ om
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In particular, this implies that the common prac- )
tice of tuning hyperparameters without differen- Figure 1: Accuracy of the model as a function
tial privacy and then using the hyperparameter of the regularization weight «, with and w1t}.10.ut
values selected to repeat training one last time ~outliers. Note how the model performance exhibits
with differential privacy is not ideal. In Sec- @ turning point w1th.outhers vyhereas ncreasing
tion[B} we will in particular show how training the value of « is detrimental without outliers.
with differential privacy when performing the

different runs necessary to tune the hyperparameter can bound such leakage effectively if one carefully
chooses the number of runs hyperparameters are tuned for.

3  OUR POSITIVE RESULTS

3.1 PROBLEM FORMULATION

We begin by appropriately formalizing the problem of differentially private hyperparameter tuning,
following the framework of [Liu & Talwar (2019). Suppose we have m randomized base algorithms
My, Ms,--- M, : X™ — Y. These correspond to m possible settings of the hyperparameters.
Ideally we would simply run each of these algorithms once and return the best outcome. For
simplicity, we consider a finite set of hyperparameter possibilities; if the hyperparameters of interest
are continuous, then we must pick a finite subset to search over (which is in practice sufficient).

Here we make two simplifying assumptions: First, we assume that there is a total order on the
range )/, which ensures that "best" is well-defined. In particular, we are implicitly assuming that the
algorithm computes a quality score (e.g., accuracy on a test set) for the trained model it produces;
this may require allocating some privacy budget to this evaluationE] Second, we are assuming that the
output includes both the trained model and the corresponding hyperparameter values (i.e., the output
of Mj includes the index j ) These assumptions can be made without loss of generality.

3.2 STRAWMAN APPROACH: REPEAT THE BASE ALGORITHM A FIXED NUMBER OF TIMES

The obvious approach to this problem would be to run each algorithm once and to return the best of
the m outcomes. From composition, we know that the privacy cost grows at most linearly with m. It
turns out that this is in fact tight. There exists a (¢, 0)-DP algorithm such that if we repeatedly run
it m times and return the best output, the resultant procedure is not (me — 7,0)-DP for any 7 > 0.
This was observed by [Liu & Talwar| (2019, Appendix B) and we provide an analysis in Appendix [D.1}
This negative result also extends to Rényi DP. To avoid this problem, we will run the base algorithms
a random number of times. The added uncertainty significantly enhances privacy. However, we must
carefully choose this random distribution and analyze it.

?If the trained model’s quality is evaluated on the training set, then we must increase the privacy loss budget
to account for this composition. However, if the model is evaluated on a held out set, then the privacy budget
need not be split; these data points are “fresh” from a privacy perspective.

3Note that in the more well-studied problem of selection, usually we would only output the hyperparameter
values (i.e., just the index 7) and not the corresponding trained model nor its quality score.
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3.3 OUR ALGORITHM FOR HYPERPARAMETER TUNING

To obtain good privacy bounds, we must run the base algorithms a random number of times. We
remark that random search rather than grid search is often performed in practice (Bergstra & Bengio,
2012]), so this is not a significant change in methodology. Specifically, we pick a total number of runs
K from some distribution. Then, for eachrun k = 1,2, - - , K, we pick an index jj € [m] uniformly
at random and run M}, . Then, at the end, we return the best of the K outcomes.

The privacy guarantee of this overall system then depends on the privacy guarantees of each of the
mechanisms M as well as the distribution of the number of runs K. Specifically, we assume that
there exists a uniform (Rényi) DP bound for all of the mechanisms M;. Note that DP is “convex”
where “convexity” here means that if My, M», - - - , M, are each individually DP, then running M,
for a random jj;, € [m] is also DP with the same parameters.

To simplify notation, we also assume that there is a single mechanism @ : X™ — ) that picks a
random index j € [m] and then runs M. In essence, our goal is to “boost” the success probability
of () by repeating it many times. The distribution of the number of runs K must be chosen to both
ensure good privacy guarantees and to ensure that the system is likely to pick a good setting of
hyperparameters. Also, the overall runtime of the system depends on K and we want the runtime to
be efficient and predictable. Our results consider several distributions on the number of repetitions K
and the ensuing tradeoff between these three considerations.

3.4 MAIN RESULTS

There are many possible distributions for the number of repetitions K. In this section, we first
consider two — the truncated negative binomial and Poisson distributions — and state our main privacy
results for these distributions. Later, in Section we state a more general technical lemma which
applies to any distribution on the number of repetitions K.

Definition 1 (Truncated Negative Binomial Distribution). Let vy € (0,1) and n € (—1, 00). Define a
distribution D,, , on N = {1,2, - - - } as follows. If n # 0 and K is drawn from D,, .,, then

k—1

1-)* {41

PK =k =—"". =7
VEeN P[K =k] P el;[o ] 3)

and E [K] = ,:{'((11:,7,,)). If K is drawn from D ., then
(L—)*
PK=k]=— 1 (4)
=M = st/

and B [K| = 1202

This is called the “negative binomial distribution,” since []}_, (%) = (*771) if we extend the

definition of binomial coefficients to non-integer n. The distribution is called “truncated” because
P[K = 0] = 0, whereas the standard negative binomial distribution includes 0 in its support. The
1 = 0 case Dy, is known as the “logarithmic distribution”. The n = 1 case D,  is simply the
geometric distribution. Next, we state our main privacy result for this distribution.

Theorem 2 (Main Privacy Result — Truncated Negative Binomial). Let @ : X™ — ) be a randomized
algorithm satisfying (\,€)-RDP and (X, €)-RDP for some €,€ > 0, A € (1,00), and X € [1, OO)EI
Assume ) is totally ordered.

Letn € (—1,00) and v € (0,1). Define an algorithm A : X™ — Y as follows. Draw K from the

truncated negative binomial distribution D,, ., (Definition . Run Q(x) repeatedly K times. Then
A(z) returns the best value from the K runs.

Then A satisfies (\,&’')-RDP where

e=c+(1+1n)- (1 _ 1) sy (L4 log(l/v) 10%?[{(}.

(&)

“f\ =1, thené corresponds to the KL divergence; see Deﬁnition@ However, ¢ is multiplied by 1—1/ A=0
in this case, so is irrelevant.
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Figure 2: Rényi DP guarantees Figure 3: Rényi DP guarantees Figure 4: Privacy versus ex-
from Corollary 4] for various ex- for repetition using different dis- pected number of repetitions
pected numbers of repetitions of tributions or naive composition using different distributions or
the logarithmic distribution (i.e., with mean 10, with 0.1-zCDP naive composition. Rényi DP

truncated negative binomial with base algorithm. guarantees are converted to ap-
n = 0), compared with base al- proximate DP — i.e., we plot
gorithm (0.1-zCDP) and naive such that we attain (g, 10~%)-DP.
composition. The base algorithm is 0.1-zCDP.

Theorem 2] shows a tradeoff between privacy and utility for the distribution D, ., of the number of
repetitions. Privacy improves as n decreases and -y increases. However, this corresponds to fewer
repetitions and thus a lower chance of success. We will study this aspect in Section [3.6]

Theorem [2] assumes two RDP bounds, which makes it slightly hard to interpret. Thus we consider two
illustrative special cases: We start with pure DP (a.k.a. pointwise DP) —i.e., (¢, )-DP with § = 0,
which is equivalent to (oo, €)-RDP. This corresponds to Theoremwith A — 0o and A — oo.
Corollary 3 (Theorem |2| for pure DP). Let ) : X™ — Y be a randomized algorithm satisfying
(¢,0)-DP. Let n € (—1,00) and v € (0,1). Define A : X™ — Y as in Theorem[2] Then A satisfies
((2+4 n)e,0)-DP.

Our result is a generalization of the result of |[Liu & Talwar| (2019) — they show that, if K follows
a geometric distribution and @ satisfies (g,0)-DP, then A satisfies (3¢,0)-DP. Setting = 1 in
Corollary [3|recovers their result. If we set 7 < 1, then we obtain an improved privacy bound.

Another example is if ) satisfies concentrated DP (Dwork & Rothblum| 2016} Bun & Steinke}, 2016)).
This is the type of guarantee that is obtained by adding Gaussian noise to a bounded sensitivit
function. In particular, this is the type of guarantee we would obtain from noisy gradient descentE]y
Corollary 4 (Theorem 2| for Concentrated DP). Let Q : X™ — ) be a randomized algorithm
satisfying p-zCDP —i.e., (A, p - \)-Rényi DP for all A > 1. Letn € (—1,00) and v € (0, 1). Define
A: X" — Yand K < D, as in Theorem[] Assume p <log(1/v). Then A satisfies (X, €’)-Rényi
DP for all A > 1 with

2/p - log (E[K]) + 2(1 +n)+/plog(1/7) —np ifA <14,/ 1og(
p-(A=1) + 3 log (E[K]) +2(1 +n)y/plog(1/y) —np  ifA>1+

[0
Il
SIS
==

1
5 log

Figure [2] shows what the guarantee of Corollary [ looks like. Here we start with 0.1-zCDP and
perform repetition following the logarithmic distribution ( = 0) with varying scales (given by ) and
plot the Rényi DP guarantee attained by outputting the best of the repeated runs. The improvement
over naive composition, which instead grows linearly, is clear. We also study other distributions on
the number of repetitions, obtained by varying 7, and Figure[3] gives a comparison. Figure | shows
what these bounds look like if we convert to approximate (¢, )-DP with § = 1076.

Remark 5. Corollary H| uses the monotonicity property of Rényi divergences: If \1 < o, then
Dy, (P||Q) < Dy, (P||Q) (Van Erven & Harremos, 2014} Theorem 3). Thus (A, €)-RDP implies
(A\1,€)-RDP for any A1 < Xo. In particular, the bound of Theorem E]yields e —ooas\— 1, sowe
use monotonicity to bound €' for small ).

5Note that the privacy of noisy stochastic gradient descent (DP-SGD) is not well characterized by concentrated
DP (Bun et al., |2018), but, for our purposes, this is a close enough approximation.
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Poisson Distribution. We next consider the Poisson distribution, which offers a different privacy-
utility tradeoff than the truncated negative binomial distribution. The Poisson distribution with mean
u>0isgivenby P[K = k] = e’““k—f for all k¥ > 0. Note that P [K = 0] = e~# > 0 here, whereas
the truncated negative binomial distribution does not include 0 in its support. We could condition
on K > 1 here too, but we prefer to stick with the standard definition. We remark that (modulo the
issue around IP [K = 0]) the Poisson distribution is closely related to the truncated negative binomial
distribution. If we take the limit as 77 — oo while the mean remains fixed, then the negative binomial
distribution becomes a Poisson distribution. Conversely, the negative binomial distribution can be
represented as a convex combination of Poisson distributions or as a compound of Poisson and
logarithmic; see Appendix [A.2]for more details.

Theorem 6 (Main Privacy Result — Poisson Distribution). Let QQ : X™ — Y be a randomized

algorithm satisfying (X, €)-RDP and (£,0)-DP for some X € (1,00) and €,,0 > 0. Assume ) is

totally ordered. Let 1 > 0.

Define an algorithm A : X™ — Y as follows. Draw K from a Poisson distribution with mean |1 —
k

ie,P[K =k]=e#- by forall k > 0. Run Q(x) repeatedly K times. Then A(x) returns the best

value from the K runs. If K = 0, A(x) returns some arbitrary output independent from the input .

Ifef <1+ ﬁ, then A satisfies (A, €')-RDP where

log p1

, .
== '6 .
e =¢c+u +>\ 1

The assumptions of Theorem [6are different from Theorem [2} We assume a Rényi DP guarantee and
an approximate DP guarantee on (), rather than two Rényi DP guarantees. We remark that a Rényi

DP guarantee can be converted into an approximate DP guarantee — (X, £ )-RDP implies (£, 6)-DP for
allé > cand § = eA-DE=2) . +-(1- %)/\_1 (Mironov, 2017; |Canonne et al, 2020). Thus this
statement can be directly compared to our other result. We show such a comparison in Figure[3]and
Figure[d] The proofs of Theorems [2]and [6] are included in Appendix [B.2}

3.5 GENERIC RENYI DP BOUND FOR ANY DISTRIBUTION ON THE NUMBER OF REPETITIONS

We now present our main technical lemma, which applies to any distribution on the number of
repetitions /. Theorems [2] and [6| are derived from this result. It gives a Rényi DP bound for the
repeated algorithm in terms of the Rényi DP of the base algorithm and the probability generating
function of the number of repetitions applied to probabilities derived from the base algorithm.

Lemma 7 (Generic Bound). Fix A > 1. Let K be a random variable supported on N U {0}. Let
[ :[0,1] — R be the probability generating function of K —i.e., f(z) =Y ro P[K = k] - 2*.

Let Q and Q' be distributions on ). Assume ) is totally ordered. Define a distribution A on') as
Jollows. First sample K. Then sample from Q) independently K times and output the best of these
samples.ﬁ This output is a sample from A. We define A’ analogously with Q' in place of Q. Then

Dy (A]4") <Dy (Q|Q") + log (f'(a)* - f'(d)'™), (6)

1
A—1
where applying the same postprocessing to QQ and @)’ gives probabilities q and q' respectively —i.e.,

there exists an arbitrary function g : Y — [0,1] suchthatq = E [g(X)]andq¢ = E [g(X")].
XeQ X/—Q

The proof of this generic bound is found in Appendix [B.I] To interpret the theorem, we should
imagine adjacent inputs x, 2’ € X™, and then the distributions correspond to the algorithms run
on these inputs: A = A(z), A’ = A(2'), Q = Q(z), and Q' = Q(«’). The bounds on Rényi
divergence thus correspond to Rényi DP bounds. The derivative of the probability generating function
- f'(z) = E [K - 257! - is somewhat mysterious. A first-order intuition is that, if ¢ = ¢/, then
f(@* - (@) = f'(¢) < f'(1) = E[K] and thus the last term in the bound (6) is simply

%. A second-order intuition is that ¢ ~ ¢’ by DP and postprocessing and, if f is smooth, then

f'(q) = f'(¢') and the first-order intuition holds up to these approximations. Vaguely, f’ being
smooth corresponds to the distribution of K being spread out (i.e., not a point mass) and not too

SIf K = 0, the output can be arbitrary, as long as it is the same for both A and A’.
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Figure 5: Expected quantile Figure 6: Final success prob- Figure 7: Accuracy of the CNN
of the repeated algorithm A as ability () of the repeated algo- model obtained at the end of
a function of the final privacy rithm A as a function of the final the hyperparameter search, for
guarantee (g, 107%)-DP for vari- privacy guarantee (¢, 1075)-DP the different distributions on the
ous distributions K, where each for various distributions, where number of repetitions K we con-
invocation of the base algorithm each invocation of the base algo- sidered. We report the mean
@ is 0.1-zCDP. rithm @ has a 1/100 probability over 500 trials of the experi-
of success and is 0.1-zCDP. ment.

heavy-tailed (i.e. K is small most of the time). The exact quantification of this smoothness depends
on the form of the DP guarantee ¢ = ¢'.

In our work, we primarily compare three distributions on the number of repetitions: a point mass
(corresponding to naive repetition), the truncated negative binomial distribution, and the Poisson
distribution. A point mass would have a polynomial as the probability generating function — i.e., if
P[K =k] =1, then f(z) = E [xK ] = 2*. The probability generating function of the truncated
negative binomial distribution (Definition [T is

A—(1—y)z) "1 ifn#0

)z ;
ifn =0 @

K
f(z) = K<—]ED7 [m } - log(?*(lfv)w)
nY log(7)

The probability generating function of the Poisson distribution with mean p is given by f(z) =
et (#=1) We discuss probability generating functions further in Appendix

3.6 UTILITY AND RUNTIME OF OUR HYPERPARAMETER TUNING ALGORITHM

Our analytical results thus far, Theorems [2] and [f] and Lemma [7] provide privacy guarantees for
our hyperparameter tuning algorithm A when it is used with various distributions on the number of
repetitions K. We now turn to the utility that this algorithm provides. The utility of a hyperparameter
search is determined by how many times the base algorithm (denoted @ in the theorem statements) is
run when we invoke the overall algorithm (A). The more often @ is run, the more likely we are to
observe a good output and A is more likely to return the corresponding hyperparameter values. Note
that the number of repetitions K also determines the algorithm’s runtime, so these are closely linked.

How does this distribution on the number of repetitions K map to utility? As a first-order approxi-
mation, the utility and runtime are proportional to E [K]. Hence several of our figures compare the
different distributions on K based on a fixed expectation and Figure plots E [K] on the vertical
axis. However, this first-order approximation ignores the fact that some of the distributions we
consider are more concentrated than others; even if the expectation is large, there might still be a
significant probability that K is small. Indeed, for n < 1, the mode of the truncated negative binomial
distribution is K = 1. We found this to be an obstacle to using the (truncated) negative binomial
distribution in practice in our experiments, and discuss this further in Appendix [A.2.T]

We can formulate utility guarantees more precisely by looking at the expected quantile of the output
to measure our algorithm’s utility. If we run the base algorithm () once, then the quantile of the output
is (by definition) uniform on [0, 1] and has mean 0.5. If we repeat the base algorithm a fixed number
of times k, then the quantile of the best output follows a Beta(k, 1) distribution, as it is the maximum
of k independent uniform random variables. The expectation in this case is kiﬂ =1- k%rl If we
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repeat a random number of times K, the expected quantile of the best result is given by

K 1 1 , 1
E[KH}:E[“KH}:/Ox~f(x)dx=1—/0 f(x)da, ®)

where f(z) = E [2®] is the probability generating function of K; see Appendixfor further
details. Figure [5]plots this quantity against privacy. We see that the Poisson distribution performs
very well in an intermediate range, while the negative binomial distribution with = 0.5 does well if
we want a strong utility guarantee. This means that Poisson is best used when little privacy budget
is available for the hyperparameter search. Instead, the negative binomial distribution with 7 = 0.5
allows us to improve the utility of the solution returned by the hyperparameter search, but this only
holds when spending a larger privacy budget (in our example, the budget has to be at least ¢ = 4
otherwise Poisson is more advantageous). The negative binomial with n = —0.5 does very poorly.

From a runtime perspective, the distribution of K should have light tails. All of the distributions we
have considered have subexponential tails. However, larger 7 corresponds to better concentration in
the negative binomial distribution with the Poisson distribution having the best concentration.

Experimental Evaluation. To confirm these findings, we apply our algorithm to a real hyperpa-
rameter search task. Specifically, we fine-tune the learning rate of a convolutional neural network
trained on MNIST. We implement DP-SGD in JAX for an all-convolutional architecture with a stack
of 32, 32, 64, 64, 64 feature maps generated by 3x3 kernels. We vary the learning rate between 0.025
and 1 on a logarithmic scale but fix all other hyperparameters: 60 epochs, minibatch size of 256, {5
clipping norm of 1, and noise multiplier of 1.1. In Figure[7} we plot the maximal accuracy achieved
during the hyperparameter search for the different distributions considered previously as a function of
the total privacy budget expended by the search. The experiment is repeated 500 times and the mean
result reported. This experiment shows that the Poisson distribution achieves the best privacy-utility
tradeoff for this relatively simple hyperparameter search. This agrees with the theoretical analysis we
just presented above that shows that the Poisson distribution performs well in the intermediate range
of utility, as this is a simple hyperparameter search.

4 CONCLUSION

Our positive results build on the work of |[Liu & Talwar| (2019) and show that repeatedly running
the base algorithm and only returning the best output can incur much lower privacy cost than naive
composition would suggest. This however requires that we randomize the number of repetitions,
rather than repeating a fixed number of times. We analyze a variety of distributions for the number of
repetitions, each of which gives a different privacy/utility tradeoff.

While our results focused on the privacy implications of tuning hyperparameters with, and without,
differential privacy, our findings echo prior observations that tuning details of the model architecture
without privacy to then repeat training with DP affords suboptimal utility-privacy tradeoffs (Papernot
et al.,|2020); in this work, the authors demonstrated that the optimal choice of activation function in a
neural network can be different when learning with DP, and that tuning it with DP immediately can
improve the model’s utility at no changes to the privacy guarantee. We envision that future work will
be able to build on our algorithm for private tuning of hyperparameters to facilitate privacy-aware
searches for model architectures and training algorithm configurations to effectively learn with them.

Limitations. We show that hyperparameter tuning is not free from privacy cost. Our theoretical
and experimental results show that, in the setting of interest, the privacy parameter may double or
even triple after accounting for hyperparameter tuning, which could be prohibitive. In this case, one
compromise would be to state both privacy guarantees — that of the base algorithm that does not
account for hyperparameter tuning, and that of the overall system that does account for this. The
reader may wonder whether our positive results can be improved. In Appendix [D} we explore give
some intuition for why they cannot (easily) be improved. We also note that our results are only
immediately applicable to the hyperparameter tuning algorithm from Section [3.3] Other algorithms,
in particular those that adaptively choose hyperparameter candidates will require further analysis.

Finally, among the distributions on the number of repetitions K that we have analyzed, the distribution
that provides the best privacy-utility tradeoffs will depend on the setting. While it is good to have
choices, this does leave some work to be done by those using our results. Fortunately, the differences
between the distributions seem to be relatively small, so this choice is unlikely to be critical.
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REPRODUCIBILITY & ETHICS STATEMENTS

Reproducibility. We give precise theorem statements for our main results and we have provided
complete proofs in the Appendix, as well as all the necessary calculations and formulas for plotting
our figures. We have also fully specified the setup required to reproduce our experimental results,
including hyperparameters. Our algorithm is simple, fully specified and can be easily implemented.

Ethics. Our work touches on privacy, which is an ethically sensitive topic. If differentially private
algorithms — such as ours — are applied to real-world sensitive data, then potential harms to the people
whose data is being used must be carefully considered. However, our work is not directly using
real-world sensitive data. Our main results are theoretical and our experiments use either synthetic
data or MNIST, which is a standard non-private dataset.
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A FURTHER BACKGROUND

A.1 DIFFERENTIAL PRIVACY & RENYI DP

For completeness, we provide some basic background on differential privacy and, in particular, Rényi
differential privacy. We start with the standard definition of differential privacy:

Definition 8 (Differential Privacy). A randomized algorithm M : X™ — Y is (g, 0)-differentially
private if, for all neighbouring pairs of inputs x, ' € X™ and all measurable S C ),

P[M(z) e S]<ef-P[M(z') € S]+ 6.
When § = 0, this is referred to as pure (or pointwise) differential privacy and we may abbreviate
(£,0)-DP to e-DP. When § > 0, this is referred to as approximate differential privacy.

The definition of pure DP was introduced by Dwork et al.|(2006b) and approximate DP was introduced
by Dwork et al.|(2006a)). Note that the notion of neighbouring datasets is context-dependent, but this
is often glossed over. Our results are general and can be applied regardless of the specifics of what is
a neighbouring dataset. (However, we do require symmetry —i.e., if (z, ') are a pair of neighbouring
inputs, then so are (2'x).) Usually two datasets are said to be neighbouring if they differ only by the
addition/removal or replacement of the data corresponding to a single individual. Some papers only
consider addition or removal of a person’s records, rather than replacement. But these are equivalent
up to a factor of two.

In order to define Rényi DP, we first define the Rényi divergences:

Definition 9 (Rényi Divergences). Let P and @) be probability distributions on a common space
Q. Assume that P is absolutely continuous with respect to Q) — i.e., for all measurable S C §, if
Q(S) = 0, then P(S) = 0. Let P(x) and Q(x) denote the densities of P and Q respectively[| The
KL divergence from P to Q) is defined as

T e

The max divergence from P to Q is defined as

Do (P||Q) := sup {1og (gg;) L P(S) > o} .

For \ € (1,00), the Rényi divergence from P to Q of order X is defined as

DA (PQ) i= 1 log <X]Ep (Sgi)“b
-2, (SEQW
1log</P 1’\dx)-

"In general, we can only define the ratio P( )/Q(x) to be the Radon-Nikodym derivative of P with respect
to Q. To talk about P(z) and Q(z) separately we must assume some base measure with respect to which these
are defined. In most cases the base measure is either the counting measure in the case of discrete distributions or
the Lesbesgue measure in the case of continuous distributions.
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We state some basic properties of Rényi divergences; for further information see, e.g., Van Erven &
Harremos| (2014)).

Lemma 10. Let P, Q, P’, and Q' be probability distributions. Let X € [1,00]. The following hold.
e Non-negativity: D, (P||Q) > 0.
e Monotonicity & Continuity: D) (P||Q) is a continuous and non-decreasing function of \.

e Data processing inequality (a.k.a. Postprocessing): Let f(P) denote the distribution ob-
tained by applying some (possibly randomized) function to a sample from P and let f(Q)
denote the distribution obtained by applying the same function to a sample from Q). Then

Di (f(P)II(Q)) < Dx (P[Q).

e Finite case suffices: We have D (P||Q) = sup; Dy (f(P)||f(Q)) even when f is re-
stricted to functions with a finite range.

e Chain rule (a.k.a. Composition): D) (P x P'||Q x Q') = Dy (P||Q) + Dy (P'||Q’),
where P x P’ and Q x Q' denote the product distributions of the individual distribu-
tions.

e Convexity: The function (P,Q) — eP~UPAPIR) s convex for all X € (1,00). The
Sunction (P, Q) — Dy (P||Q) convex if and only if A = 1.

Now we can state the definition of Rényi DP (RDP), which is due to Mironov| (2017).

Definition 11 (Rényi Differential Privacy). A randomized algorithm M : X™ — Y is (A, €)-Rényi
differentially private if, for all neighbouring pairs of inputs x,x’ € X™, Dy (M (z)||M(2")) < e.

A closely related definition is that of zero-concentrated differential privacy (Bun & Steinke} 2016)
(which is based on an earlier definition (Dwork & Rothblum, 2016) of concentrated differential
privacy that does not refer to Rényi divergences).

Definition 12 (Concentrated Differential Privacy). A randomized algorithm M : X™ — Y is p-zCDP
if, for all neighbouring pairs of inputs x,x' € X™ and all A € (1,00), Dy (M (x)||M(z")) < p- A

Usually, we consider a family of (A, e(\))-RDP guarantees, where £(\) is a function, rather than a
single function. Concentrated DP is one example of such a family, where the function is linear, and
this captures the behaviour of many natural algorithms. In particular, adding Gaussian noise to a
bounded sensitivity function: If f : X™ — R< has sensitivity A —i.e., || f(x) — f(2')||2 < A for all
neighbouring z, 2/ —and M : X™ — R is the algorithm that returns a sample from N(f(z), o?1),

then M satisfies ;‘TQQ-ZCDP.

We can convert from pure DP to concentrated or Rényi DP as follows (Bun & Steinkel, 2016).

Lemma 13. [f M satisfies (e, 0)-differential privacy, then M satisfies %52-1CDP —ie., (A, %52)\)-
RDP for all \ € (1,00).

Conversely, we can convert from concentrated or Rényi DP to approximate DP as follows (Canonne
et al., 2020).

Lemma 14. If M satisfies (\, €)-RDP, then M satisfies (€,6)-DP where € > 0 is arbitrary and

5 P(A-1E=¢2) (1 B 1)A1.

A A

A.2 PROBABILITY GENERATING FUNCTIONS

Let K be a random variable supported on N U {0}. The probability generating function (PGF) of K
is defined by

fla) =E[2X] =) P[K =k]-a*.
k=0

The PGF f(xz) is always defined for z € [0, 1], but may or may not be defined for x > 1. The PGF
characterizes K. In particular, we can recover the probability mass function from the derivatives of
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the PGF (hence the name):

©)

where f(¥)(x) denotes the k™ derivative of f(z) and, in particular, P[K = 0] = £(0). We remark
that is is often easiest to specify the PGF and derive the probability distribution from it, rather than
vice versa; indeed, we arrived at the truncated negative binomial distribution by starting with the PGF
that we want and then differentiating.

We can also easily recover the moments of K from the PGF: We have f*)(z) = 372, P[K = /] -
xt=k .0 (0 —1)- (£ —2)--- (£ —k+1). In particular, f(1) = E[1] = 1 and f'(1) = E[K] and
f"(1) =E[K(K — 1)]. Note that the PGF is a rescaling of the moment generating function (MGF)
g(t) i= E [etK] = f(e).

The PGF can be related to the MGF in another way: Suppose A is a random variable on [0, 00).
Now suppose we draw K <« Poisson(A). Then the PGF of K is the MGF of A —i.e., E [z5] =
E [xK]] =E [eA'(I*I)] = g(x — 1), where g is the MGF of A. In particular, if A is
A | K+Poisson(A) A

drawn from a Gamma distribution, then this would yield K from a negative binomial distribution

-n
which has a PGF of the form fyg(z) = (w) Note that our results work with a truncated

negative binomial distribution, which is a negative binomial conditioned on K # 0. This corresponds

to an affine rescaling of the PGF, namely frnp(z) = %'

We can also obtain a negative binomial distribution as a compound of a Poisson distribution and a
logarithmic distribution. That is, if we draw 7" from a Poisson distribution and draw K1, Ky, -+ , Kp
independently from a logarithmic distribution, then K = Zthl K, follows a negative binomial
distribution. The PGF of the logarithmic distribution is given by fx, (z) = E [#5¢] = log-(1=y)z)

log(7)
and the PGF of Poisson is given by fr(z) = E [z7] = e* (@~ Hence

fx(z) =E[25] = E

T
ggt [xkt]l _ Ij@ [fK,,(IE)T] — frlfr,(x)) = exp (#' <log(1 —(1=yz) 1>) ,

log(7)
which is equivalent to fyg(z) = <w>—n withn = —£—
a NB v = Tog(177)
Finally we remark that we can also use the PGF to show convergence in probability. In particular,
1—(1- - 1 N
lim = fyg(z) = lim ((WE> = lim (1 B 1)) — epla=1),
n—o0,y=rin n—o00,y=1in Y n—o0,y=1y n

That is, if we take the limit of the negative binomial distribution as 7 — oo but the mean p = 7]1_TAY

remains fixed, then we obtain a Poisson distribution. If we take n — 0, then fxg(z) — 1, which is to
say that the negative binomial distribution converges to a point mass at 0 as  — 0. However, the
truncated negative binomial distribution converges to a logarithmic distribution as n — 0.

A.2.1 PROBABILITY GENERATING FUNCTIONS AND UTILITY

Recall that in Section we analyzed the expected utility and runtime of different distributions
on the number of repetitions K. Given our discussion of probability generating functions for these
distributions, we can offer an alternative perspective on the expected utility and runtime.

Suppose each invocation of () has a probability 1/m of producing a “good” output. This would be the
case if we are considering m hyperparameter settings and only one is good—where here we consider
the outcome to be binary (good or bad) for simplicity and what is a good or bad is determined only
by the total order on the range ) and some threshold on the quality score (e.g., accuracy). Then A
has a probability

B:=1-P[A(x) € Bad] = 1-E P[Q(x) eBad]K} =1-E[(1-1/m)*] =1-f(1-1/m)

8The PGF of Binomial(n, p) is f(z) = (1 — p 4 px)™. This expression is similar to the PGF of the negative
binomial, except the negative binomial has a negative exponent.
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of outputting a good output, where f(z) = E [:JcK ] is the probability generating function of the
distribution. If we make the first-order approximation f(1 — 1/m) =~ f(1) — /(1) - 1/m =
1 — E[K]/m, then we have § ~ E [K]/m. In other words, for small values of 1/m, the probability
of success is amplified by a multiplicative factor of E [K].

However, the above first-order approximation only holds for large m and, hence, small overall
success probabilities 5. In practice, we want 8 ~ 1. The different distributions (Poisson and
truncated negative binomial with different values of 1) have very different behaviours even with
the same expectation. In the regime where we want the overall success probability to be high (i.e.,
8 ~ 1), smaller n performs worse, because the distribution is more heavy-tailed. The best performing
distribution is the Poisson distribution, which is almost as concentrated as naive repetition. Figure [f]
show the success probability 3 as a function of the final (g,10~¢)-DP guarantee. This demonstrates
that there is a tradeoff between distributions.

More generally, we can relate the PGF of K to the expected utility of our repeated algorithm. Let
X € R be random variable corresponding to the utility of one run of the base algorithm Q. E.g. X
could represent the accuracy, loss, AUC/AUROC, or simply the quantile of output. Now let Y € R
be the utility of our repeated algorithm A which runs the base algorithm () repeatedly K times for a
random K. Thatis, Y = max{Xy, -, Xk} where X7, X», - - are independent copies of X. Let
cdfx () =P[X < z] and

cdfy(z) =P[Y <z]=E

E[BX <o)] = fledfx (@),

where f(z) = E [#%] is the PGF of the number of repetitions K. Assuming for the moment that
X is a continuous random variable, we can derive the probability density function of Y from the
cumulative distribution function:

pdfy () = < edix(a) = < fledix (@) = edix(2) - pdf (z).

This allows us to compute the expected utility:

E[Y]= /OO x - pdfy (z)dx = /OO x - f'(cdfx(2)) - pdf y (z)dz = E[X - f'(cdf x(X))].

— 00 — 00

In particular, we can compute the expected quantile (§) in which case X is uniform on [0, 1] and,
hence, cdf x (z) = z and pdf y (z) = 1 for z € [0, 1]. Integration by parts gives

2= [ wr@ar= [ (arw)-swas=170-050 [ swar=1- [ s

Note that . X 1 1
[y st = [ letian =g [ [ otar) =g [ ]

Finally, we also want to ensure that the runtime of our hyperparameter tuning algorithm is well-
behaved. In particular, we wish to avoid heavy-tailed runtimes. We can obtain tail bounds on the
number of repetitions K from the PGF or MGF too: For all ¢t > 0, we have

PIK >k =P {et'(K_k) > 1} <E [et“f—k)} = f(et) - et*,

Thus, if the PGF f(z) = E [IK ] is finite for some x = e! > 1, then we obtain a subexponential tail
bound on K.

B PROOFS FROM SECTION

B.1 PROOF OF GENERIC BOUND

Proof of Lemmal7] We assume that ) is a finite set and that P [ = 0] = 0; this is, essentially,
without loss of generalityﬂ Denote Q(< y) := >3-,y Iy’ <yl - Q(y') and similarly for Q(< y)

Our proof can be extended to the general case. Alternatively, if ) is infinite, we can approximate the relevant
quantities arbitrarily well with a finite partition; see Lemma[_lljlor Van Erven & Harremos| (2014}, Theorem 10).
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and analogously for @’ in place of Q. For each y € ), we have

ZP’ QI y* - Q< y)")
= f(Q(f y) — f(Q(< )
Q(<y)
= / f/(z)dx
Q(<y)
=Q(y) - E [F/(X)]

X+[Q(<y),Q(<y)]

uniform

d, likewise, A’(y) = Q'(y) - ]E "(X")]. Th
and,likewise, A0) = Q) -, E ., [F(X) Thos
cA=1)Da(A][4") ZA
yey
— AL 1-X | E /X >\' E /X/ 1-X
g]Q(y) A X [Q(<y),Q(<y)] FX)) X'[Q'(<y),Q"(<w)] FX)
< e 1-X | 4 A g N1-=X
<Y QWNQET L E O (X))
yey X'+ [Q(<v),Q" (X))
< P-IPA(QIIQ) . max E [F/(0) - F1(X).

yeY X<—[Q(<U> Q(<u)]
Q" (<1),Q(<)]
The second inequality follows from Holder’s inequality. The first inequality follows from the fact
that, for any \ € R, the function & : (0, 00)2 — (0, 00) given by h(u,v) = u* - v1~* is convex and,
hence, E [U'E[V]'™ = W(E[(U,V)]) < E[h(U,V)] = E [U*- V'~2] for any pair of positive
random variables (U, V). Note that we require X to be uniform on [Q(< y), Q(< y)] and X’ to be
uniform on [Q'(< y), Q' (< y)], but their joint distribution can be arbitrary. We will couple them

so that X Q%fy) = X/Zf(,y(fy). In particular, this implies that, for each y € ), there exists some

t € [0, 1] such that

X [Q(<9),Q(<v)] (OO XNV <FQI<y) +t- Q) F(Q(<y) +t-Q'(y) .
X/ [Q'(<¥).Q"(<w)]

Hence

D (4]]4") < Dy (QIlQ") + /\i T log (mgg RISy +t- Q)™ f(Q(<y)+t- Q’(y))1A> :

te[0,1]

To prove the result, we simply fix y,. € Y and ¢, € [0, 1] achieving the maximum above and define

1 ify <y.
g(y):=4¢ t. ify=uy.

0 ify>y.

B.2 PROOFS OF DISTRIBUTION-SPECIFIC BOUNDS

Truncated Negative Binomial Distribution

Proof of Theorem[2] The probability generating function of the truncated negative binomial distribu-

tion is
1—(1— -n_q .
xK} = { (1 ((17:%);)1 )z) iy 70
ogil—(1—y)x o —
Toa() ifn=0
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Thus

n(d—y)
f’(x)Z(l—(l—v)x)"l'{ i iZﬁg

log(l/w)
=(1—(1=yaz) """ E[K]

Now we delve into the privacy analysis: Let @ = Q(z) and Q' = Q(z’) denote the output
distributions of @ on two neighbouring inputs. Similarly, let A = A(x) and A’ = A(z’) be the
corresponding pair of output distributions of the repeated algorithm. By Lemmal[7] for appropriate
values ¢, ¢’ € [0,1] and for all A > 1 and all A > 1)'°|we have

Dy (4]|4)

<D (QIQ") + 5 log (£/(@) - (¢ ™)

= DA (QUQ) + 5 log (77 B[] (1= (1= 7)a) X - (1= (1= 7)) ~00D)

=D, (QIQ) + 5 log (" E[K] - (v + (1= =)' (v + 1= )1 = D) (3 4+ (1 =)0 - ))")
Av=A—-1)(14+n)and (1 —Nv+u=—\n+1))

< DA (QUQ") + = log (771 - B[K] - (v+ (1 = 7) - A PAI) T (34 (1= )1 - g))")

(1—gand1— ¢ are postprocessmgs of @ and Q' respectively and e =DD5CI1 s convex and v > 0)

<DA(@IQ) + 5 i - log (7"*1 "E[K]- (v +(1-7) ~e(*1)Di(Q'”Q))V ~7“)
(y<v+(1 =71 —-¢)andu<0)
= DA (QUQ) + 5 tog (5 (1 =) - AR5 4 T tog (477 B[] - 4)

=D, (QIQ) + ﬁ (<x ~1)D; (Q'Q) + log (1 S (1 _ e—@—l)D;(Q’IIQ))))

1 U
by log (77 (X))
=D\ (Q[Q") + (1 +n) (1 i) L(QNQ) + +771og< (1_6—(X—1>D;(Q’IIQ)>)
1og/\(1?[f(]) 1;”10g(1/7) (y:wandu_ S+ 1)

ZDA(QllQ’)+(1+n)(1—;)DX(Q’IQ)Jr1;nlog(i—1+e‘(§1 Qn@) log E[K)

1+17 1 log (E [K])

< DA (QIQ) + (1 +1) (1 - i) D, (QQ) +

O

Proof of Corollary] We assume that ) : X™ — ) is a randomized algorithm satisfying p-zCDP
—1ie., (A, p- A)-Rényi DP for all A\ > 1. Substituting this guarantee into Theorem (i.e., setting

e=p-Xand & = p- \) gives that the repeated algorithm A satisfies (A, ’)-RDP for

<At (14n)- (1_;)p.;+ (1+77)';0g(1/7) | lEIK)

This holds for all A € (1,00) and all A € [1, c0).

'%Qur proof here assumes A > 1, but the result holds for A = 1 too. This can be shown either by analyzing
this case separately or simply by taking the limit A — 1 and using the continuity properties of Rényi divergence.
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We set A = 1/log(1/7)/p to minimize this expression. Note that we assume p < log(1/7) and

hence this is a valid setting of b\ > 1. This reduces the expression to
logE [K
e Sp-A—(1+n)~p+2(1+n)-\/p-log(l/v)+%[1]-

This bound is minimized when A — 1 = /log(E [K])/p. If A — 1 < y/log(E [K])/p, then we can

apply the monotonicity property of Renyi DP (Remark [5|and Lemma[T0) and substitute in the bound
with this optimal A\. That is, we obtain the bound

5,<{ p-A—(L+n) p+201+n)/plog(l/y) + B it A > 1+ \/log(E[K])/p _
- 2y/p - 1ogE [K] +2(1 +n)+/p - log(1/7) = np if A <1+ /log(E[K])/p

O
Proof of the Poisson Distribution Bound
Proof of Theorem[f] The probability generating function for the Poisson distribution is f(z) =

E [z5] = er@=1 . Thus f'(z) = p- =1, As in the previous proofs, let z and z’ be neighbouring
inputs. Denote Q = Q(z), Q" = Q(z'), A = A(z), and A’ = A(x). By Lemmal7]

Dy (A4]|4")
<D (@IQ) + 5 Tos (/@) - f'(a)' ™)

= DA(QIIQ) + 5 log (- e MmN
_ N A=A —=1)¢ — 1) +logp

~ D, (QIQ) + e

_ N, A=D1 =¢") = A1 —q)) +logpu
= Dy (QIQ) + =

1—q)+6) = A1 —q)) +logu
A A—1
(by our (£, 6)-DP assumption on @ and since 1 — ¢ and 1 — ¢’ are postprocessings)

= DA (QIQ) + - (1-q)- (eé—’\>+u.5+ log

A—1 A—1

log p

<DA(QIQ) +pd+ 27

where the final inequality follows from our assumption that & < 1 + ﬁ

C CONDITIONAL SAMPLING APPROACH

In the main text, we analyzed the approach where we run the underlying algorithm () a random
number of times according to a carefully-chosen distribution and output the best result from these
independent runs. An alternative approach — also studied by [Liu & Talwar| (2019) — is to start
with a pre-defined threshold for a “good enough” output and to run ) repeatedly until it produces
such a result and then output that. This approach has some advantages, namely being simpler and
avoiding the heavy-tailed behaviour of the logarithmic distribution while attaining the same kind of
privacy guarantee. However, the disadvantage of this approach is that we must specify the acceptance
threshold a priori. If we set the threshold too high, then we may have to keep running @) for a long
timeE] If we set the threshold too low, then we may end up with a suboptimal output.

"'One solution to avoid an overly long runtime in the case that Q(S) is too small is to modify @ to output L
with some small probability p and then have A halt if this occurs. This would represent a failure of the algorithm
to produce a good output, but would avoid a privacy failure.
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We analyze this approach under Rényi DP, thereby extending the results of |[Liu & Talwar (2019).
Our algorithm A now works as follows. We start with a base algorithm () and a set of good outputs
S. Now A(x) computes y = Q(x) and, if y € S, then it returns y and halts. Otherwise, A repeats
the procedure. This is equivalent to sampling from a conditional distribution Q(x)|Q(x) € S. The
number of times @ is run will follow a geometric distribution with mean 1/Q(S5).

Proposition 15. Ler A € (1,00). Let QQ and Q' be probability distributions on Q with D (Q||Q’) <
oo. Let S C §Q have nonzero measure under ()’ and also under Q). Let Qg and Q) denote the
conditional distributions of Q and Q' respectively conditioned on being in the set S. That is,
Qs(E)=Q(ENS)/Q(S) and Q5(E) = Q'(ENS)/Q'(S) for all measurable E C Q. Then, for
all p,q,r € [1,00] satisfying 1/p + 1/q+ 1/r = 1, we have

A — — A+1/qg — 1 1 1
Dy (Qs]Q%) < %Dr»(x—l/m (QHQ/)ﬂL%D,\H/q 1 (Q'IQ)+ [T+ log< > .

A—1

Proof. For x € (), denote the various distributional densities at = (relative to some base measure)
by Qs(z), Qs(x), Q(z), and Q'(x). We have Qg(z) = Q(z)I[z € S]/Q(S) and Q(x) =
Q' (x)I[xz € S]/Q'(S). Now we have

()\ lD,\(QS‘Qs /QS ( )1 )\dx

= Q(S) QS /Q Iz € 5]Q() Q' (x) da

<oy ([ awe) " ([ewa) " ([ (e rae-my w)”

(Holder’s inequality)

1/r
= Q(S)l/p—)\Q/(S)l/q+)\—1 (/ Q(m)'r'/\—r/pQ/(m)r—'r')\—'r'/qu)
S

1/r

= Qs ([ et @)
i Mo=A+1/g—1, A\ :=rX—1/p)

< Qo1 (@]1Q) . ggy-1/r1 (ew—l)D»l(QHQ/))”’”.
(Postprocessing & non-negativity)

O

The number of parameters in Proposition [T3]is excessive. Thus we provide some corollaries that
simplify the expression somewhat.

Corollary 16. Let X\,Q,Q’, S, Qs, Qs be as in Proposition The following inequalities all hold.
= (Qs]|Qs) < Do (Q|Q") + Do (Q']|Q) -

Dy (Qs]Q%) < D (QIIQ)+—DA L@Q) + 2 o <Ql>

(S)
Dx (Qs]Q%) < Do (QIQ") + A—DA (@) + 1 P (62(15)>
A 1 1
D, (Qs]|Q%) < 7D (QIQ) + DA (Q'|Q) + log (Q(S)) :
Vr>1 Dy (Qsl|Qs) < Drrony41 (QQ") + 7D/\ 1 (@Q) + Y +11 log (Q(15)> .

The first inequality in Corollary [16]is essentially the result given by [Liu & Talwar| (2019): If @
satisfies e-DP, then A satisfies 2e-DP.

Figure[8|plots the guarantee of the second inequality in Corollary [16] when D (Q[|Q’) = 0.1X and
Dyt (Q'1Q) = 01(A— 1),
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D NEGATIVE RESULTS ON IMPROVEMENTS TO OUR ANALYSIS

It is natural to wonder whether our results could be further improved. In this section, we give some
examples that demonstrates that quantitatively there is little room for improvement.

D.1 WHY A FIXED NUMBER OF REPETITIONS DOES NOT RESULT IN GOOD PRIVACY.

We first consider more closely the strawman approach discussed in Section[3.2} the base algorithm @
is repeated a fixed number of times k and we return the best output. This corresponds to picking k
from a point mass distribution. To understand why it performs so poorly from a privacy standpoint,
we first apply our main result from Section to the resulting point mass distribution.

Point Mass: Suppose K is just a point mass —i.e., P[K = k] = 1. So A runs the algorithm @ a
deterministic number of times. Then the probability generating function (PGF) is f(x) = x* and its
derivative is f'(z) = k-2*~!. Let Q denote the base algorithm. We abuse notation and let Q = Q(z)
and Q' = Q(z’), where x and z’ are neighbouring inputs. Similarly, let A = A(x) and A’ = A(2')
be the final output distributions obtained by running @ and Q' repeatedly k times and returning
the best result. We follow the same pattern of analysis that we applied to the other distributions in
Theorems 2] and [t Lemma 7] gives the bound

Da (4]14) < DA(QIQ) + 5 log (k- (¢* - "))

<D, (QIQ) + 1= log (k (-0 (Berts ||Bem<q'>>)“)
<Dy (@) + 5 log <k (-0 Q||Q))k_1>
— kDA (QIQ) + log’j,

where the final inequality follows from the fact that Bern(q) and Bern(q’) are postprocessings of Q)
and Q' respectively.

This bound is terrible. In fact, it is slightly worse than a naive composition analysis which would
give D (A[|4") < Dy ( ) = k- D (Q[|Q"). It shows that a deterministic number of
repetitions does not yield good privacy parameters, at least with this analysis.

It is surprising that running the base algorithm @ a fixed number of times & and returning the best
output performs so poorly from a privacy standpoint. We will now give a simple example that
demonstrates that this is inherent and not just a limitation of our analysis. |Liu & Talwar| (2019,
Appendix B) give a similar example.

Proposition 17. For all € > 0, there exists a e-DP algorithm @) : X™ — Y such that the following
holds. Define an algorithm A : X™ — Y that runs Q a fixed number of times k and returns the best
output from these runs. Then A is not €-DP for any é < ke. Furthermore, for all A > 1, A is not
(X, €(N))-Rényi DP for any £€(\) < €'(X\), where

k-log(l+4e¢)

e'(\) = ke — T

Proof. The base algorithm is simply randomized response. We will let ) = {1,2} with the total
order preferring 1, then 2. We will define a pair of distributions @) and Q' on {1, 2} and then the base
algorithm is simply set so that these are its output distributions on a pair of neighbouring inputs.

We let
1 e
Q= <1+65’1+65)’

(e 1
Q_<1+es’1+es)‘
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Then Do, (Q]|Q’) = Do (Q'||Q) = e. Thus we can ensure that the base algorithm yielding this pair
of distributions is e-DP.

Now we look at the corresponding pair of distributions from repeating the base algorithm & times.

‘We have
e k e k
A: 1- c 9 c )
1+ef 1+ef
k k
w1 1 7 1 .
1+ef 1+ef

The first part of the result follows:

. k
Do (A[|A) > log (”l)k = ke.
1+ef
Forall A > 1,
A 1—-X\
e Nk k
e<x—1>m<A||A'>>(( ¢ )) (( ! ))
- 1+ ef 14 ef
— esk)\ . (1+€5)—k
Hence kA — k- log(1 + €2 k- log(1+e—<
Dy (4 4) > PAZKDBUFE) _ Relosllbed)

O

The second part of Proposition shows that this problem is not specific to pure DP. For A > 1+1/e,
we have ¢/(\) = Q(ke), so we are paying linearly in k.

However, Proposition[17]is somewhat limited to pure e-DP or at least (X, £(\))-RDP with not-too-
small values of A. This is because the “bad” event is relatively low-probability. Specifically, the high
privacy loss event has probability (1 + e~¢)~¥. This is small, unless € > Q(log k).

We can change the example to make the bad event happen with constant probability. However, the
base algorithm will also not be pure e-DP any more. Specifically, we can replace the two distributions
in Proposition 17 with the following:

Q = (1 - exp(fl/k)a eXp(*l/k))a
Q' = (1 —exp(—eo — 1/k),exp(—eo — 1/k)).

If we repeat this base algorithm a fixed number of times &, then the corresponding pair of distributions
is given by

A = (1 — exp(=1),exp(-1)),
A" = (1 — exp(—keg — 1), exp(—keg — 1)).

Now we have D, (A||A’) = ke and the bad event happens with probability e~ ~ 0.36. On the
other hand, D, (Q||Q’) = £ like before, but D, (Q'||Q) = log(1 — exp(—eo — 1/k)) — log(1 —
exp(—1/k)) ~ log(keg + 1). But we still have a good guarantee in terms of Rényi divergences. In
particular, D (Q'||Q) < (g0 + 1/k)log(keg + 1), and we can set 9 < o(1/log k) to ensure that
we get reasonable (A, £(\))-RDP guarantees for small .

At a higher level, it should not be a surprise that this negative example is relatively brittle. Our
positive results show that it only takes a very minor adjustment to the number of repetitions to obtain
significantly tighter privacy guarantees for hyperparameter tuning than what one would obtain from
naive composition. In particular, running a fixed number of times & versus running Poisson (k) times
is not that different, but our positive results show that it already circumvents this problem in general.
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We also remark that composition behaves differently in the low-order RDP or approx DP regime
relative to the pure-DP or high-order RDP regime covered by Proposition [I7] Thus the naive
composition baseline we compare to is also shifting from basic composition (¢-DP becomes ke-DP
under k-fold repetition (Dwork et al., [2006b))) to advanced composition (¢-DP becomes (O(e -
Vk -log(1/6)),d)-DP (Dwork et al.,[2010)). Proving tightness of basic composition is easy, but
proving tightness for advanced composition is non-trivial (in general, it relies on the machinery of
fingerprinting codes (Bun et al., 2014)). This means it is not straightforward to extend Proposition[T7]
to this regime.

D.2 TIGHT EXAMPLE FOR CONDITIONAL SAMPLING.

We are also interested in the tightness of our generic results. We begin by studying the conditional
sampling approach outlined in Appendix [C| This approach is simpler and it is therefore easier to give
a tight example. This also proves to be instructive for the random repetition approach in Section 3]

Our tight example for the conditional sampling approach consists of a pair of distributions ) and @’
These should be thought of as the output distributions of the algorithm () on two neighbouring inputs.
The distributions are supported on only three points. Such a small output space seems contrived, but
it should be thought of as representing a partition of a large output space into three sets. The first set
is where the privacy loss is large and the second set is where the privacy loss is very negative, while
the third set is everything in between.

Fix s,t > 0and a € [0,1/4]. Note (1 — 2a)~! < €37, Let

Q= (a-efs,a-efs,l—Qa-efs),
Q=(ae " al-a—a-e*")),
S ={1,2}  {1,2,3},
11
QS_ 272>a

Intuitively, the set .S corresponds to the outputs that (1) have large privacy loss or (2) very negative
privacy loss and we exclude (3) the outputs with middling privacy loss. Once we condition on S we
still have the outputs (1) with large privacy loss, but that privacy loss is further increased because of
the renormalization. Specifically, the negative privacy loss means the renormalization constants are
very different — Q(S) = a-2e * < Q'(S) = a- (1 + e *~) —if s is large. In effect, the negative
privacy loss becomes a positive privacy loss that is added to the already large privacy loss.
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12 - — D) (Qs|Q’s)

---- upper bound

N DA(Q|Q") = DA(Q'|0)

Renyi divergence

Figure 8: Upper and lower bounds for Rényi DP of conditional sampling. For each A, we pick the

parameters s and ¢ such that D, (Q||Q’) = Dy (Q'||Q) = 0.1 - X and we plot the upper bound from
the second inequation in Corollary |16|along with the exact value of Dy (Qs||Q%)-

We make the above intuition more precise by calculating the various quantities. For all A > 1, we
have
Q(S)=2a-¢e7,
cA-DDA(QI@) _ . g sA (s (1) ta- e+ (1-2a-e )1 —a—a- e s>

<a- e()\fl)tfs + aefs)\ + 872(15’5)\(1 _ 2a)17)\
<a- e(A—Di=s +a+ e3a(A=1)

~a- e(/\—l)t—s

(assuming ¢t is large)
— EQ(S) LAt
2 b

— D, (QlQ) 51— 2D,

e(A—l)DA(Q/HQ) —q-eSU=N=(HDA 4 oL pms(-X) (1-2a- 6—5)1—/\(1 a—a- e—s—t))\
<a- e—tk—s ta- es(k—l) +63a-675~(A—1) . e—a)\

~a- es(k—l)

1 S
= 5@(5)'@ A

— D, (@Q) $ 5+ >8I,

(assuming s is large)
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e()\—l)Dx(QsHQ,s) _ 27)\(1 + efsft))\fl(e()\fl)(b%t) +1)
Z 2—>\ . €(>\_1)(S+t),

Alog 2
— Da (Qsl|Q) 2 s+t - 2o

We contrast this with our upper bound from the second part of Corollary [T6}

D1 (Qsl1Q5) = D (@@ + 3 =21 (Q1Q) + 52y 08 5 )

Q(S)
log(2/Q(5))  A—2 s —log(2/Q(S)) ) , 2log(1/Q(S))
St +A—1(5+ N—2 >+ N1
2log?2
:S+t_)\—1'

This example shows that our upper bound is tight up to small factors, namely the lower order terms
we ignore with ~ and % log 2. Figureillustrates how the upper and lower bounds compare.

D.3 TIGHTNESS OF OUR GENERIC RESULT.
Now we consider the setting from Section [3| where our base algorithm is run repeatedly a random
number of times and the best result is given as output.

Let @ : X™ — Y denote the base algorithm. Assume ) is totally ordered. Let K € N be a random
variable and let f(z) = E [acK ] be its probability generating function. Define A : X™ — ) to be the
algorithm that runs @) repeatedly K times and returns the best output.

For a tight example, we again restrict our attention to distributions supported on three points:
Q=0Q)=1-b-cboc),
Q =Q@) =1V -V,
A=Ax) = 1= f(b+c), f(b+c) = fle), f(e)),
A= A) = (1= fO' + ), f(' + ) = f(), f(e).
Here the total ordering prefers the first option (corresponding to the first coordinate probability), then

the second, and then the third, which implies the expressions for A and A’. Note that the probability
values are not necessarily ordered the same way as the ordering on outcomes.

Now we must set these four values to show tightness of our results.
We make the first-order approximation
A=~ (1—fb+c), f'(c) b, f(c)),
A m (L= f( + ), f1(c) -V, f ().
We take this approximation and get
QI AIA) > (1) b (1) )
_ e(Afl)DA(be') . (f/(c)))\ . (f/(cl))lf)\
~ ORI (g (e (1)
where the final approximation assumes that the second term is dominant in the equation
e()\—l)DA(QHQ/) _ (1 —p— C))\ . (1 _ b/ _ Cl)l—)\ + b)\ . (b/)l—)\ + (C))\ . (C/)l_)\.
Contrast this with our upper bound (Lemma[7), which says

e()\fl)D)\(A”A') < e(Afl)Dk(QHQ') . (f/(q)))\ . (f/(q/))lf)\

bl

where ¢ and ¢’ are arbitrary postprocessings of @ and @Q’. In particular, we can set the values so
that ¢ = cand ¢’ = ¢/. This is not a formal proof, since we make imprecise approximations. But it
illustrates that our main generic result (Lemma([7) is tight up to low order terms.
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D.4 SELECTION & LOWER BOUNDS

Private hyperparameter tuning is a generalization of the private selection problem. In the private
selection problem we are given a utility function w : X™ X [m] — R which has sensitivity 1 in its
first argument — i.e., for all neighbouring x, 2’ € X™ and all j € [m] = {1,2,--- ,m}, we have
lu(z, j) — u(2’, j)| < 1. The goal is to output and approximation to arg maxc(,, u(z, j) subject to
differential privacy.

The standard algorithm for private selection is the exponential mechanism (McSherry & Talwar,
2007). The exponential mechanism is defined by
_exp (5u(=.j))

D vepm) exp (5u(,0))

It provides (e, 0)-DP and, at the same time, %52—ZCDP (Rogers & Steinkel, [2021). On the utility side,
we have the guarantees

vje[m] P[M(z)=]]

2
E [u(z, M(z))] > max u(z,j) — — log m,
j€[m] £

2
P lu(z, M(z)) > max u(z,j) — — log (m)} >1-p

J€lm] € 153
for all inputs x and all # > 0 (Bassily et al.,[2021] Lemma 7.1) (Dwork & Roth, 2014, Theorem
3.11).

It is also well-known that the exponential mechanism is optimal up to constants. That is, (&, 0)-DP
selection entails an additive error of Q(log(m)/e) (Steinke & Ullman, [2017).

Our results can be applied to the selection problem. The base algorithm @ (x) will simply pick an
index j € [m] uniformly at random and the privately estimate u(x, j) by adding Laplace or Gaussian
noise ¢ and output the pair (j, u(z,j) + £). The total order on the output space [m] x R simply
selects for the highest estimated utility (breaking ties arbitrarily). If we take £ to be Laplace noise
with scale 1 /¢, then @ is (e, 0)-DP.

Applying Corollaryyields a ((2+ n)e, 0)-DP algorithm A with the following utility guarantee. Let
K be the number of repetitions and let (j1, u(x, j1) +&1), -, (U, u(x, jx) + £x) be the outputs
from the runs of the base algorithm. The probability that the repeated algorithm A will consider j, :=

where f(z) =E [zK ] is the probability generating function of the number of repetitions K. For each
noise sample, we have Vk P [|&x| < t] > 1—e <" forallt > 0. Thus, for all ¢ > 0, the probability that
all noise samples are smaller than ¢ is P [Vk € [K] |£x| <t] = f(1 — e °"). By a union bound, we
have P [u(z, M (z)) > u(z,j.) — 2t] > f(1—e~")— f(1—1/m) forall ¢ > 0. Setting n = 0, yields

1-v 1

fz) = W, so P lu(z, M(z)) > u(z, i) — 2t] > 155075y log <1f11.em“>' Now set

t =log(m!'® —1)/eand vy = — 2~ = m 10 so that 1_776*” = 1land 1_7’*% =m? — L. Then

exp(et)+1 Y
. m”+1—-1/m
P [U(QZ,M(I)) Z u(x,]*) - @k)gm] Z 101(1>gm IOg ( + 2 - Z 1% - IOIOIng'

€
can match the result of the exponential mechanism up to (large) constants. In particular, this means
that the lower bounds for selection translate to our results — i.e., our results are tight up to constants.

That is, we

E EXTENDING OUR RESULTS TO APPROXIMATE DP

Our results are all in the framework of Rényi DP. A natural question is what can be said if the base
algorithm instead only satisfies approximate DP —i.e., (g, 0)-DP with 6 > 0. |Liu & Talwar|(2019)
considered these questions and gave several results. We now briefly show how to our results can be
extended in a black-box fashion to this setting.

We begin by defining approximate Rényi divergences and approximate Rényi DP:

25



Published as a conference paper at ICLR 2022

Definition 18 (Approximate Rényi Divergence). Let P and Q) be probability distributions over Q.
Let A € [1,00] and § € [0, 1]. We define

DS (P||Q) = inf {Dy (P'|Q) : P= (1 - 8)P' +6P",Q = (1 - 6)Q" +3Q"},
where P = (1 — 0) P’ + 6 P” denotes the fact that P can be expressed as a convex combination of
two distributions P' and P" with weights 1 — § and 0 respectively.

Definition 19 (Approximate Rényi Differential Privacy). A randomized algorithm M : X™ — ) is
d-approximately (X, €)-Rényi differentially private if, for all neighbouring pairs of inputs x,x’ € X",
D (M(z)[|M(a")) < e.

Deﬁnition@]is an extension of the definition of approximate zCDP (Bun & Steinke, |[2016). Some
remarks about the basic properties of approximate RDP are in order:

e (£,8)-DP is equivalent to §-approximate (oo, €)-RDP.
e (e,6)-DP implies d-approximate (A, 362))-RDP for all A € (1, 00).
e J-approximate (), €)-RDP implies (¢, §)-DP for

. exp((\ = 1)(£ — €)) 1\
joge 2pOZDEZD) (i 1)

e J-approximate (A, £)-Rényi differential privacy is closed under postprocessing.

o If M, is d;-approximately (), £1)-Rényi differentially private and My is d2-approximately
(), €2)-Rényi differentially private, then their composition is (d; +J2 )-approximately (A, 1+
2 ) -RDP.

Our results for Rényi DP can be extended to approximate Rényi DP by the following Lemma.

Lemma 20. Assume ) is a totally ordered set. For a distribution Q on Y and a random variable
K supported on N U {0}, define Ag as follows. First we sample K. Then we sample from Q)
independently K times and output the best of these samples. This output is a sample from A.

Let Q,Q', Q1-s,, Qs,, Q1 _s,, Q5, be distributions on Y satisfying Q = (1—00)Q1-s, +0Qs, and
Q' = (1—100)Q_s, + 00Qj,. Let K be a random variable on N U {0} and let f(x) = E [] be
the probability generating function of K. Define a random variable K/ on NU{0} by P[K' = k] =
P[K = k] - (1—60)*/f(1 = d0)["]

Then, for all A > 1, we have

D} (45]|A%) < Da (45,

K/
AQll —%0 )

where

§=1— f(1-d).

How do we use this lemma? We should think of Ag as representing the algorithm we want to
analyze. The base algorithm () satisfies dp-approximate (A, €)-RDP. The above lemma says it suffices
to analyze the algorithm Ag " where Q satisfies (X, £)-RDP. We end up with a ¢-approximate RDP
result, where the final 6 depends on §y and the PGF of K.

As an example, we can combine Lemma [20] with Theorem [6]to obtain the following result for the
approximate case.

Corollary 21. Let QQ : X™ — Y be a randomized algorithm satisfying (o, 0o)-DP. Assume ) is
totally ordered. Let pn > 0.

Define an algorithm A : X™ — Y as follows. Draw K from a Poisson distribution with mean 1.
Run Q(x) repeatedly K times. Then A(x) returns the best value from the K runs. (If K = 0, A(z)
returns some arbitrary output independent from the input x.)

2Note that the PGF of K" is given by E [xK] = 3% 2P K = k(1 — 80)F /(1 — 8o) = flz(1 —
d0))/ f(1 = do).
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Forall N <1+ the algorithm A satisfies §'-approximate (X, e')-RDP where

51)

e =¢gp+ (e — 1) logpu,
8 =1—e "0 <y by,

Proof of Lemma For a distribution P on ) and an integer k£ > 0, let max P* denote the distribu-
tion on ) obtained by taking & independent samples from P and returning the maximum value per
the total ordering on ). (If £ = 0, this is some arbitrary fixed distribution.)

Using this notation, we can express Ag as a convex combination:
K k
A5 =) PIK = kmaxQ".

Suppose P = (1—§) P’ + 6 P" is a convex combination. We can view sampling from P as a two-step
process: first we sample a Bernoulli random variable B € {0, 1} with expectation d; if B = 0, we
return a sample from P’ and, if B = 1, we return a sample from P”. Thus, if we draw k independent
samples from P like this, then with probability (1 — §)* all of these Bernoullis are 0 and we generate
k samples from P’; otherwise, we generate some mix of samples from P’ and P”. Hence we can
write max P* = (1 — §)¥ max(P’)* + (1 — (1 — §)¥) P for some distribution P"".

It follows that we can express

AE = Z P[K ] max QF

— Zp [K = k] (1 —60)" max Qf_y5, + (1 — (1 —60)")Py)

k=0
= (1= 00)AG + (1= f(1-00))Ps
for some distributions Py, Py, - -+ and (1 — f(1 —00)) P = > pe o P[K = k](1 — (1 — 60)") Py
Similarly, we can express Af, = f(1 — 50)145,1/750 + (1 — f(1 = 6p)) P, for some distribution P,
Using these convex combinations we have, by the definition of approximate Rényi divergence,
g )
1-38g

asd=1— f(1—4o). O

D] (Af]|4%) < Dx (4f,_,

Proof of Corollary[21] Fix neighbouring inputs z, 2" and let Q = Q(z) and Q" = Q(z’) be the
corresponding pair of output distributions from the base algorithm. Then, in the notation of Lemma[]20}
A(z) = Ag and A(2') = AIQ(/ for K ~ Poisson (). Setting &' = 1— f(1—8g) = 1—e ™% < p-6y,

we have
DY (A@)A") = DY (Af]|A%) < Dy (45, |45, )

where K’ ~ Poisson(u - (1 — dp)).

Now we apply Theorem@to the algorithm corresponding to the pair of distributions Ag;ﬂ;o and

AK]_ The base algorithm, corresponding to the pair Q;_s, and Q1 _s, satisfies (g9, 0)-DP. This
log((1 — do) - p1)

1-58¢
)‘( Q16 N —1

yields
if e < 1+1/(XA—1). Setting A\ = 1+ 1/(e*® — 1) and applying monotonicity (Remark [5|and
Lemma[I0) and we obtain the result. O

‘A O)SEo-i-
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E.1 TRUNCATING THE NUMBER OF REPETITIONS

Another natural question is what happens if we truncate the distribution of the number of repetitions
K. For example, we may have an upper limit on the acceptable runtime. This does not require
relaxing to approximate DP, as done by |Liu & Talwar| (2019).

Let K be the non-truncated number of repetitions and let f(z) = E [xK ] be the PGF. Let m € N. Let
K be the truncated number of repetitions. That is, I [f( = kz} =I[K <m]-P[K =k]/P[K < m)].

Let f(z) =E {xk } be the corresponding PGF.

We have f/(z) = YS2p0  k-2F" 1 P[K = k] and f'(z) = ;1 k-ab 1. Hf[[fé;g]. Hence, for
z €10,1],

0 <f'(a) — J'(x) - P[K < m]

= > k2" P[K =k
k=m+1

<zm- i": k-P[K = k]
k=m+1
=2 - E[K -I[K > m]].

Now f'(x) - PIK < m] = Xy, kbt -P[K = k] > o™~ - E[K -I[K < m]. Thus

I(x) 2™ E[K-I[K >m]] . E[K -I[K > m]]
P em s e T EE K <) T EK] - E(K K > ]
Now we can bound the quantity of interest in Lemma([7} For all ¢,¢’ € [0, 1], we have
1-A
g £ N1— f/(q) A f/(q/)
e .
PIK <m] P[K <m]- (1 + E[;ﬁﬁ%?ﬁrgmn)
Y A 17 IN1T—=A 1 E[K]I[K > m]] At
=10 1O gz (T EREw TR )

This gives us a generic result for truncated distributions:

Lemma 22 (Generic Bound (cf. Lemma[7) for Truncated distributions). Fix A > 1 and m € N. Let
K be a random variable supported on N U {0}. Let f : [0,1] — R be the probability generating
function of K —ie., f(z) := Y po (P[K = k] - 2",

Let Q and Q' be distributions on ). Assume ) is totally ordered. Define a distribution A on Y as fol-
lows. First we sample K which is K conditioned on K < m —i.e. P [f( = k} =P[K =k|K <m).

Then we sample from () independently K times and output the best of these samples. This output is
a sample from A. We define A’ analogously with Q' in place of Q.

Then

1
A—1

log (M)

Dy (A]|A) < Dy (QQ")+ 1

log (1/(a)* - /()" ) + ).

E[K]-E[K -I[K > m]]
)
where q and q' are probabilities attained by applying the same arbitrary postprocessing to () and
Q' respectively — i.e., there exists a function g : Y — [0,1] such that ¢ = XIEQ [9(X)] and
+—

¢ = E, lg(xX)L

+log (1 +

This will give almost identical bounds to using the non-truncated distribution as long as P [K > m] <
land E [K - I[K > m]] <« E[K], which should hold for large enough m.

BIf K = 0, the output can be arbitrary, as long as it is the same for both A and A’.
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