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Abstract

When compared to the image classification models, black-box adversarial attacks
against video classification models have been largely understudied. This could be
possible because, with video, the temporal dimension poses significant additional
challenges in gradient estimation. Query-efficient black-box attacks rely on effec-
tively estimated gradients towards maximizing the probability of misclassifying
the target video. In this work, we demonstrate that such effective gradients can
be searched for by parameterizing the temporal structure of the search space with
geometric transformations. Specifically, we design a novel iterative algorithm Geo-
metric TRAnsformed Perturbations (GEO-TRAP), for attacking video classification
models. GEO-TRAP employs standard geometric transformation operations to
reduce the search space for effective gradients by searching for a small group of
parameters that define these operations. This group of parameters describes the ge-
ometric progression of gradients, resulting in a reduced and structured search space.
Our algorithm inherently leads to successful perturbations with surprisingly few
queries. For example, adversarial examples generated from GEO-TRAP have better
attack success rates with ∼ 73.55% fewer queries compared to the state-of-the-art
method for video adversarial attacks on the widely used Jester dataset. Overall,
our algorithm exposes vulnerabilities of diverse video classification models and
achieves new state-of-the-art results under black-box settings on two large datasets.
Code is available here: https://github.com/sli057/Geo-TRAP

1 Introduction

Adversarial attacks are designed to expose vulnerabilities of Deep Neural Networks (DNNs). With
real-world applications of video classification based on DNNs emerging [1–3], a key question that
arises is “what type of adversarial inputs can mislead, and thus render video classification networks
vulnerable?” Designing such adversarial attacks not only helps expose security flaws of DNNs, but
can also potentially stimulate the design of more robust video classification models.

Adversarial attacks against image classification models have been studied in both white-box [4–8]
and black-box [9–13] settings. In the white-box setting, an adversary has full access to the model
under attack, including its parameters and training settings (hyper-parameters, training data, etc.) In
the black-box setting, an adversary only has partial information about the victim model, such as the
predicted labels of the model. In the case of video classification models, adversarial attacks in both
white-box and black-box settings have garnered some interest [14–22], although the body of work
here is more limited than the case of image classification models.

A common black-box attack paradigm is query-based, wherein the attacker can send queries to the
victim model to collect the corresponding predicted labels, and thereby estimate the gradients needed
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Table 1: Comparison with state-of-the-art. GEO-TRAP, compared to current black-box attack methods for
videos, doesn’t train a different network to craft perturbations, and parameterizes the temporal dimension of
videos in searching for effective perturbation directions.

Methods WITHOUT training a
“perturbation” network

CONSIDER temporal
dimension?

PARAMETERIZE
temporal dimension?

PATCHATTACK[19] 7 7 7
HEURISTICATTACK [20] X 7 7

SPARSEATTACK [21] 7 7 7
MOTION-SAMPLER ATTACK [22] X X 7

GEO-TRAP (Ours) X X X

for curating the adversarial examples. Unlike static images, videos naturally include additional
information from the temporal dimension. This high dimensionality (i.e., sequence of frames instead
of one image) poses challenges to black-box adversarial attacks against video classification models;
in particular, significantly more queries are typically needed for estimating the gradients for crafting
adversarial samples [19–22]. [19] reduces the number of queries by adding perturbations on the
patch level instead of at the pixel level; [20, 21] propose to add perturbations only on key pixels. [22]
considers the intrinsic differences between images and videos (i.e., the temporal dimension), and
proposes to use the optical-flow of clean videos as the motion prior for adversarial video generation.
Similar to [22], we also explicitly consider the temporal dimension of video. However, rather than
fixing the temporal search space using the motion prior of clean videos, we propose to parameterize
the temporal structure of the space with geometric transformations. This results in a better structured
and reduced search space, which allows us to generate successful attacks with much fewer queries in
black-box settings than the state-of-the-art methods, including [22].

Contributions. In this paper, we propose a novel query-efficient black-box attack algorithm against
video classification models. Due to the extra temporal dimension, generating video perturbations
by searching for effective gradients remains a challenging task given the exceedingly large search
space. These gradients are estimated by searching for ‘directions’ that maximize the probability of
the victim model mis-classifying the crafted inputs. Our approach drastically reduces this large search
space by defining this space with a small set of parameters that describe the geometric progression of
gradients in the temporal dimension, resulting in a reduced and temporally structured search space.
Conceptually, this parameterization of the temporal structure of the search space is performed using
geometric transformations (e.g. affine transformations). We refer to our algorithm as Geometrically
TRAnsformed Perturbations, or GEO-TRAP. Despite this surprisingly simple strategy, GEO-TRAP
outperforms existing black-box video adversarial attack methods by significant margins (∼ 1.8%
improvement in attack success rate with ∼ 73.55% fewer queries for targeted attacks in comparison
to the state-of-the-art [22] on the Jester dataset [23]).

2 Related Works

In this section, we review different black-box adversarial attacks strategies, and categorize our
proposed method with respect to state-of-the-art black-box attacks designed for video classifiers.

In most real-world attacks, the adversary only has partial information about the victim models, such as
the predicted labels. In such black-box settings, the adversary can first attack a local surrogate model
and then transfer these attacks to the target victim model [24, 25], formally called as transferability-
based black-box attack. Alternatively, they may estimate the adversarial gradient with zero-order
optimization methods such as Finite Differences (FD) or Natural Evolution Strategies (NES) by
querying the victim model [12, 13, 26], which is called query-based black-box attack. GEO-TRAP
falls under the category of query-based black-box attacks (designed for videos).

Whilst several white-box attacks have been proposed for video classification models [14–18], black-
box video attacks are relatively under explored. PATCHATTACK (V-BAD)[19] is the first to propose
a black-box video attack framework which uses a hybrid attack strategy of first generating initial
perturbations for each video frame by attacking a local image classifier, and then updating the
perturbations by querying the victim model. Compared to PATCHATTACK[19] , GEO-TRAP does not
require training a local classifier. PATCHATTACK[19] crafts video perturbations by treating each
frame as a separate image, but reduces the search space of the gradient estimation by morphing the
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perturbations in patches/partitions. However, its attack performance has been shown to be inferior
to that of a more recent approach [22] (discussed below). HEURISTICATTACK [20] uses a query-
based attack strategy, and reduces the search space by generating adversarial perturbations only
on heuristically selected key frames and salient regions. SPARSEATTACK [21] reduces the search
space by adding perturbations only on key frames using a reinforcement learning based framework.
MOTION-SAMPLER ATTACK [22] proposed a query-based attack strategy that utilizes a motion
excited sampler to obtain motion-aware perturbation prior by using the optical-flow of the clean video.
This motion-aware prior reduces the search space for gradients resulting in fewer queries. Similar to
[22] but different from [19–21], GEO-TRAP explicitly considers the temporal dimension of video in
order to search for effective gradients. However unlike [22], GEO-TRAP does not fix the temporal
structure of the search space using a pre-computed fixed motion prior, but parameterize it with simple
geometric transformations. These black-box video attack methods are summarized in Table 1.

3 Attacking via Geometrically TRAnsformed Perturbations (GEO-TRAP)

Notation. We denote the tuple of a video clip and its corresponding label as (x, y), which represents
a data-point in the distribution X . Each video sample x ∈ RT×H×W×C has T frames of H height,
W width, and C channels. We denote the victim video classification model as fθ : X → Y , where
θ represents the model’s parameters learned from the training subset of X , via a mapping to the
label space Y . We further assume X consists of videos from |Y| = K categories. To make the
perturbations imperceptible to humans, we impose the perturbation budget ρmax with the ‖ · ‖p norm.
Throughout this paper, we consider ‖ · ‖∞ norm following [15, 19, 22] (the method can be extended
to p = 1, 2 norms). To constrain ‖ · ‖∞ of perturbation below a budget ρmax, we use the clip(·)
function to keep the perturbation pixel value in [−ρmax, ρmax]. The function sign(·) extracts the
sign of given input variable. The superscript i, throughout the paper, denotes the iteration i. The
subscript t denotes the frame index. For clarity, we represent vectors/tensors with the bold font and
scalars with the regular font.

Problem Statement. We consider the scenario of attacking a standard video classification model
using a query-based paradigm under black-box settings (assuming no access to θ nor the training
subset of X ). Specifically, we aim to craft perturbed videos xadv with imperceptible differences from
x, in order to alter the decision of the target model fθ via multiple queries to guide the gradient
estimation. This problem can be mathematically formulated as follows.

argmin
xadv

L
(
fθ(xadv), y

)
s.t. ‖xadv − x‖∞ ≤ ρmax (1)

L
(
fθ(xadv), y

)
is the objective function, capturing the similarity between the classifier’s output and

the ground truth label y, and varies with different attack goals (targeted or untargeted). The challenge
is to obtain xadv with as few queries as possible by estimating gradient g? = ∇xadvL

(
fθ(xadv), y

)
,

which is unknown in the considered black-box setting.

Overview of GEO-TRAP. We propose a novel iterative video perturbation framework that follows
the principle of the Basic Iterative Method [27] in order to fool fθ under ‖ · ‖∞ norm as follows.

x
(0)
adv = x, x

(i)
adv = clip

(
x
(i−1)
adv − h sign(g(i))

)
(2)

where h is a hyperparameter and g(i) is the gradient estimated by querying the black-box victim
model at the ith iteration using our proposed GEO-TRAP algorithm. As shown in (2), effective
perturbations rely on the guidance of the gradient g(i). Therefore, efficiently estimating g(i) is at the
core of GEO-TRAP for successfully subverting video classifiers. We execute the following two steps
in each iteration to estimate g(i).

1. For any input video x(i), a random noise tensor rframe ∈ RH×W×C and a set of geometric transfor-
mation parameters Φwarp ∈ RT×D are chosen with each element sampled from a standard normal
distribution. D represents the number of parameters needed for the geometric transformation of a
single frame (details are provided in Section 3.2). In this setup, our search space for estimating
g(i) consists of rframe and Φwarp.

2. We then warp rframe with Φwarp to get the candidate direction π = [r1, r2, · · · , rT ] ∈
RT×H×W×C (see Algorithm 2.1 TRANS-WARP). π is then employed to compute a gradient
estimator ∆ by querying the black-box victim model with a standard gradient estimation algorithm
(see Algorithm 2 GRAD-EST). The gradient estimator ∆ is then used to update g(i).

3



<latexit sha1_base64="uGrea+19DlztNewgUCIhEkiNzZs=">AAAB7XicdVDLSsNAFJ3UV62vqks3g0VwFZL0pbuCG5cV7APaUCaTSTt2MhNmJkIJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89QcKo0o7zYRXW1jc2t4rbpZ3dvf2D8uFRV4lUYtLBggnZD5AijHLS0VQz0k8kQXHASC+YXuV+755IRQW/1bOE+DEacxpRjLSRukMcCq1G5YpjO7W6W61DQ6r1ZrWaE89tXHrQtZ0FKmCF9qj8PgwFTmPCNWZIqYHrJNrPkNQUMzIvDVNFEoSnaEwGhnIUE+Vni2vn8MwoIYyENMU1XKjfJzIUKzWLA9MZIz1Rv71c/MsbpDq68DPKk1QTjpeLopRBLWD+OgypJFizmSEIS2puhXiCJMLaBFQyIXx9Cv8nXc92G7Z3U6u0vFUcRXACTsE5cEETtMA1aIMOwOAOPIAn8GwJ69F6sV6XrQVrNXMMfsB6+wQBDo9h</latexit>· · ·

GRAD-EST
(Algorithm 2)

<latexit sha1_base64="/L2f0zznkgBQZYsbKW5OAtvIf3c=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GubRh+4KblxWsA9oh5JJM21sJhmSjFCG/oMbF4q49X/c+Tdm2goqeuDC4Zx7ufeeMGFUacf5sApr6xubW8Xt0s7u3v5B+fCoo0QqMWljwYTshUgRRjlpa6oZ6SWSoDhkpBtOr3K/e0+kooLf6llCghiNOY0oRtpInYFIWKqG5YpjO9Wa69egIX6t4fs58dz6pQdd21mgAlZoDcvvg5HAaUy4xgwp1XedRAcZkppiRualQapIgvAUjUnfUI5iooJsce0cnhllBCMhTXENF+r3iQzFSs3i0HTGSE/Uby8X//L6qY4ugozyJNWE4+WiKGVQC5i/DkdUEqzZzBCEJTW3QjxBEmFtAiqZEL4+hf+Tjme7ddu7qVaa3iqOIjgBp+AcuKABmuAatEAbYHAHHsATeLaE9Wi9WK/L1oK1mjkGP2C9fQIitY93</latexit>�
<latexit sha1_base64="uGrea+19DlztNewgUCIhEkiNzZs=">AAAB7XicdVDLSsNAFJ3UV62vqks3g0VwFZL0pbuCG5cV7APaUCaTSTt2MhNmJkIJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89QcKo0o7zYRXW1jc2t4rbpZ3dvf2D8uFRV4lUYtLBggnZD5AijHLS0VQz0k8kQXHASC+YXuV+755IRQW/1bOE+DEacxpRjLSRukMcCq1G5YpjO7W6W61DQ6r1ZrWaE89tXHrQtZ0FKmCF9qj8PgwFTmPCNWZIqYHrJNrPkNQUMzIvDVNFEoSnaEwGhnIUE+Vni2vn8MwoIYyENMU1XKjfJzIUKzWLA9MZIz1Rv71c/MsbpDq68DPKk1QTjpeLopRBLWD+OgypJFizmSEIS2puhXiCJMLaBFQyIXx9Cv8nXc92G7Z3U6u0vFUcRXACTsE5cEETtMA1aIMOwOAOPIAn8GwJ69F6sV6XrQVrNXMMfsB6+wQBDo9h</latexit>· · ·

TRANS-WARP
(Algorithm 2.1)

<latexit sha1_base64="gJu4TkMeSAO+sBxWvyDwSq5Cdhw=">AAAB7HicbVBNSwMxEJ34WetX1aOXYBEqSNktoh6LXjxWcNtCu5Rsmm1Ds9klyRbK0t/gxYMiXv1B3vw3pu0etPXBwOO9GWbmBYng2jjON1pb39jc2i7sFHf39g8OS0fHTR2nijKPxiJW7YBoJrhknuFGsHaiGIkCwVrB6H7mt8ZMaR7LJzNJmB+RgeQhp8RYyaukl+OLXqnsVJ058Cpxc1KGHI1e6avbj2kaMWmoIFp3XCcxfkaU4VSwabGbapYQOiID1rFUkohpP5sfO8XnVunjMFa2pMFz9fdERiKtJ1FgOyNihnrZm4n/eZ3UhLd+xmWSGibpYlGYCmxiPPsc97li1IiJJYQqbm/FdEgUocbmU7QhuMsvr5JmrepeV2uPV+X6XR5HAU7hDCrgwg3U4QEa4AEFDs/wCm9Iohf0jj4WrWsonzmBP0CfP+rKjhs=</latexit>

(u, v)

geometrically transformed

clip(.)

sign(.)

<latexit sha1_base64="/L2f0zznkgBQZYsbKW5OAtvIf3c=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GubRh+4KblxWsA9oh5JJM21sJhmSjFCG/oMbF4q49X/c+Tdm2goqeuDC4Zx7ufeeMGFUacf5sApr6xubW8Xt0s7u3v5B+fCoo0QqMWljwYTshUgRRjlpa6oZ6SWSoDhkpBtOr3K/e0+kooLf6llCghiNOY0oRtpInYFIWKqG5YpjO9Wa69egIX6t4fs58dz6pQdd21mgAlZoDcvvg5HAaUy4xgwp1XedRAcZkppiRualQapIgvAUjUnfUI5iooJsce0cnhllBCMhTXENF+r3iQzFSs3i0HTGSE/Uby8X//L6qY4ugozyJNWE4+WiKGVQC5i/DkdUEqzZzBCEJTW3QjxBEmFtAiqZEL4+hf+Tjme7ddu7qVaa3iqOIjgBp+AcuKABmuAatEAbYHAHHsATeLaE9Wi9WK/L1oK1mjkGP2C9fQIitY93</latexit>�
<latexit sha1_base64="RtaCSaTU1zfYZoFKkQ3X0ePXfPo=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4sSRF1GPBi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O2vrG5tb26Wd8u7e/sFh5ei4pZNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8N/PbT6g0T+SjmaQYxHQoecQZNVbyL3toaL9SdWvuHGSVeAWpQoFmv/LVGyQsi1EaJqjWXc9NTZBTZTgTOC33Mo0pZWM6xK6lksaog3x+7JScW2VAokTZkobM1d8TOY21nsSh7YypGellbyb+53UzE90GOZdpZlCyxaIoE8QkZPY5GXCFzIiJJZQpbm8lbEQVZcbmU7YheMsvr5JWveZd1+oPV9VGvYijBKdwBhfgwQ004B6a4AMDDs/wCm+OdF6cd+dj0brmFDMn8AfO5w9wLo5m</latexit>�⌘

<latexit sha1_base64="1lAWSW+zvlkL11chGiywQuGmPK0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBiyUpoh4LXjxWsR/QhrLZbtqlm03YnQgl9B948aCIV/+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38789hPXRsTqEScJ9yM6VCIUjKKVHi5G/XLFrbpzkFXi5aQCORr98ldvELM04gqZpMZ0PTdBP6MaBZN8WuqlhieUjemQdy1VNOLGz+aXTsmZVQYkjLUthWSu/p7IaGTMJApsZ0RxZJa9mfif100xvPEzoZIUuWKLRWEqCcZk9jYZCM0ZyokllGlhbyVsRDVlaMMp2RC85ZdXSatW9a6qtfvLSr2Wx1GEEziFc/DgGupwBw1oAoMQnuEV3pyx8+K8Ox+L1oKTzxzDHzifPzTHjRo=</latexit>�h
<latexit sha1_base64="1fznZMQdFUFnUhLFScE4JhvqBAg=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmAckS5idTJIhszPLTK8QlnyEFw+KePV7vPk3TpI9aGJBQ1HVTXdXlEhh0fe/vcLG5tb2TnG3tLd/cHhUPj5pWZ0axptMS206EbVcCsWbKFDyTmI4jSPJ29Hkbu63n7ixQqtHnCY8jOlIiaFgFJ3U7mkUMbf9csWv+guQdRLkpAI5Gv3yV2+gWRpzhUxSa7uBn2CYUYOCST4r9VLLE8omdMS7jirqloTZ4twZuXDKgAy1caWQLNTfExmNrZ3GkeuMKY7tqjcX//O6KQ5vw0yoJEWu2HLRMJUENZn/TgbCcIZy6ghlRrhbCRtTQxm6hEouhGD15XXSqlWD62rt4apSr+VxFOEMzuESAriBOtxDA5rAYALP8ApvXuK9eO/ex7K14OUzp/AH3ucPg2WPpA==</latexit>⌦

<latexit sha1_base64="1fznZMQdFUFnUhLFScE4JhvqBAg=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmAckS5idTJIhszPLTK8QlnyEFw+KePV7vPk3TpI9aGJBQ1HVTXdXlEhh0fe/vcLG5tb2TnG3tLd/cHhUPj5pWZ0axptMS206EbVcCsWbKFDyTmI4jSPJ29Hkbu63n7ixQqtHnCY8jOlIiaFgFJ3U7mkUMbf9csWv+guQdRLkpAI5Gv3yV2+gWRpzhUxSa7uBn2CYUYOCST4r9VLLE8omdMS7jirqloTZ4twZuXDKgAy1caWQLNTfExmNrZ3GkeuMKY7tqjcX//O6KQ5vw0yoJEWu2HLRMJUENZn/TgbCcIZy6ghlRrhbCRtTQxm6hEouhGD15XXSqlWD62rt4apSr+VxFOEMzuESAriBOtxDA5rAYALP8ApvXuK9eO/ex7K14OUzp/AH3ucPg2WPpA==</latexit>⌦
<latexit sha1_base64="gCeK2HRC1wUF2VbiwJb+oB4XSGQ=">AAACA3icbVDLSsNAFL2pr1pfVZdugkWom5IUUZcFNy4r2Ac0sUymk3bozCTMTMQSsvQX3Orenbj1Q9z6JU7bLGzrgQuHc+7lXE4QM6q043xbhbX1jc2t4nZpZ3dv/6B8eNRWUSIxaeGIRbIbIEUYFaSlqWakG0uCeMBIJxjfTP3OI5GKRuJeT2LiczQUNKQYaSN5XsDTp+whrdLzrF+uODVnBnuVuDmpQI5mv/zjDSKccCI0ZkipnuvE2k+R1BQzkpW8RJEY4TEakp6hAnGi/HT2c2afGWVgh5E0I7Q9U/9epIgrNeGB2eRIj9SyNxX/83qJDq/9lIo40UTgeVCYMFtH9rQAe0AlwZpNDEFYUvOrjUdIIqxNTQspAc9KphR3uYJV0q7X3Mta/e6i0qjn9RThBE6hCi5cQQNuoQktwBDDC7zCm/VsvVsf1ud8tWDlN8ewAOvrF2TMmDo=</latexit>

x(i)

<latexit sha1_base64="trDfo3a0t7Ja1e5GBFuF6ZrNTew=">AAACBXicbVC7SgNBFL0bXzG+opY2g0GIhWE3iFoGbCwjmAckmzA7mU2GzOwuM7NiWLb2F2y1txNbv8PWL3GSbGESD1w4nHMv53K8iDOlbfvbyq2tb2xu5bcLO7t7+wfFw6OmCmNJaIOEPJRtDyvKWUAbmmlO25GkWHictrzx7dRvPVKpWBg86ElEXYGHAfMZwdpIva4nkqe0l5TZhXOe9oslu2LPgFaJk5ESZKj3iz/dQUhiQQNNOFaq49iRdhMsNSOcpoVurGiEyRgPacfQAAuq3GT2dYrOjDJAfijNBBrN1L8XCRZKTYRnNgXWI7XsTcX/vE6s/Rs3YUEUaxqQeZAfc6RDNK0ADZikRPOJIZhIZn5FZIQlJtoUtZDiibRgSnGWK1glzWrFuapU7y9LtWpWTx5O4BTK4MA11OAO6tAAAhJe4BXerGfr3fqwPuerOSu7OYYFWF+/TDyYrA==</latexit>

x(i�1)

<latexit sha1_base64="ruC7DGz/zivNIF1AgrEAkbBif74=">AAACA3icbVC7SgNBFL3rM8ZX1NJmMAixCbtB1DJgYxnBPCBZw+xkNhkyM7vMzAph2dJfsNXeTmz9EFu/xEmyhUk8cOFwzr2cywlizrRx3W9nbX1jc2u7sFPc3ds/OCwdHbd0lChCmyTikeoEWFPOJG0aZjjtxIpiEXDaDsa3U7/9RJVmkXwwk5j6Ag8lCxnBxkq9XiDSYfaYVthF1i+V3ao7A1olXk7KkKPRL/30BhFJBJWGcKx113Nj46dYGUY4zYq9RNMYkzEe0q6lEguq/XT2c4bOrTJAYaTsSINm6t+LFAutJyKwmwKbkV72puJ/Xjcx4Y2fMhknhkoyDwoTjkyEpgWgAVOUGD6xBBPF7K+IjLDCxNiaFlICkRVtKd5yBaukVat6V9Xa/WW5XsvrKcApnEEFPLiGOtxBA5pAIIYXeIU359l5dz6cz/nqmpPfnMACnK9fSYGYKQ==</latexit>

g(i)

<latexit sha1_base64="3Of2xn3T08TlGL32t2ebhz3oFkg=">AAACBXicbVC7SgNBFL3rM8ZX1NJmMAixMOwGUcuAjWUE84BkE2Ynk2TIzOwyMyuEZWt/wVZ7O7H1O2z9EifJFibxwIXDOfdyLieIONPGdb+dtfWNza3t3E5+d2//4LBwdNzQYawIrZOQh6oVYE05k7RumOG0FSmKRcBpMxjfTf3mE1WahfLRTCLqCzyUbMAINlbqdgKRDNNuUmKX3kXaKxTdsjsDWiVeRoqQodYr/HT6IYkFlYZwrHXbcyPjJ1gZRjhN851Y0wiTMR7StqUSC6r9ZPZ1is6t0keDUNmRBs3UvxcJFlpPRGA3BTYjvexNxf+8dmwGt37CZBQbKsk8aBBzZEI0rQD1maLE8IklmChmf0VkhBUmxha1kBKING9L8ZYrWCWNStm7LlcerorVSlZPDk7hDErgwQ1U4R5qUAcCCl7gFd6cZ+fd+XA+56trTnZzAgtwvn4BMM+Ymw==</latexit>

g(i�1)

<latexit sha1_base64="lUgn5i6+8INsV6bdnkBwFmw/Ukg=">AAACKXicbVDLSgMxFM34rPU16tJNsAgVpMwUUZcFNy4r2Ad0SsmkmTY0mRmSO2oZ5jf8CX/Bre7dqUv9EdMHYlsPBA7n3Mu5OX4suAbH+bCWlldW19ZzG/nNre2dXXtvv66jRFFWo5GIVNMnmgkeshpwEKwZK0akL1jDH1yN/MYdU5pH4S0MY9aWpBfygFMCRurYTtHzZaqyTuoBe4A0UESyLDvFI9mr9vmvc09UnGUnHbvglJwx8CJxp6SApqh27C+vG9FEshCoIFq3XCeGdkoUcCpYlvcSzWJCB6THWoaGJl+30/HPMnxslC4OImVeCHis/t1IidR6KH0zKQn09bw3Ev/zWgkEl+2Uh3ECLKSToCARGCI8qgl3uWIUxNAQQhU3t2LaJ4pQMGXOpPgyy5tS3PkKFkm9XHLPS+Wbs0KlPK0nhw7RESoiF12gCrpGVVRDFD2iZ/SCXq0n6816tz4no0vWdOcAzcD6/gEi2aif</latexit>

(rframe,�warp)

<latexit sha1_base64="29K/1QQGZJNCqzEwCJX4F7FScLg=">AAACKHicbZDLSgMxFIYz9VbrrerSTbAILqTODKJuhIIblxV6g3YYMpm0DU0mQ5IRyjCP4Uv4Cm5170667ZOYtoPY1h8CH/85h3PyBzGjStv2xCpsbG5t7xR3S3v7B4dH5eOTlhKJxKSJBROyEyBFGI1IU1PNSCeWBPGAkXYwepzV2y9EKiqihh7HxONoENE+xUgbyy9f9wKe9mKaPXRnJDPfuYI5uYZwKLT6dRqeX67YVXsuuA5ODhWQq+6Xp71Q4ISTSGOGlOo6dqy9FElNMSNZqZcoEiM8QgPSNRghTpSXzj+WwQvjhLAvpHmRhnP370SKuFJjHphOjvRQrdZm5n+1bqL7915KozjRJMKLRf2EQS3gLCUYUkmwZmMDCEtqboV4iCTC2mS5tCXgWcmE4qxGsA4tt+rcVt3nm0rNzeMpgjNwDi6BA+5ADTyBOmgCDF7BO/gAn9ab9WV9W5NFa8HKZ07BkqzpD0aBpls=</latexit>

⇡ = [r1, r2, · · · , rT ]

<latexit sha1_base64="3Of2xn3T08TlGL32t2ebhz3oFkg=">AAACBXicbVC7SgNBFL3rM8ZX1NJmMAixMOwGUcuAjWUE84BkE2Ynk2TIzOwyMyuEZWt/wVZ7O7H1O2z9EifJFibxwIXDOfdyLieIONPGdb+dtfWNza3t3E5+d2//4LBwdNzQYawIrZOQh6oVYE05k7RumOG0FSmKRcBpMxjfTf3mE1WahfLRTCLqCzyUbMAINlbqdgKRDNNuUmKX3kXaKxTdsjsDWiVeRoqQodYr/HT6IYkFlYZwrHXbcyPjJ1gZRjhN851Y0wiTMR7StqUSC6r9ZPZ1is6t0keDUNmRBs3UvxcJFlpPRGA3BTYjvexNxf+8dmwGt37CZBQbKsk8aBBzZEI0rQD1maLE8IklmChmf0VkhBUmxha1kBKING9L8ZYrWCWNStm7LlcerorVSlZPDk7hDErgwQ1U4R5qUAcCCl7gFd6cZ+fd+XA+56trTnZzAgtwvn4BMM+Ymw==</latexit>

g(i�1)

<latexit sha1_base64="O+KaUYzOlzjZEo+f/vJ21woespg=">AAAB+HicbVA9SwNBEJ3zM8avqKXNYhCswl0QtQzYWCZgPiA5wt5mLlmye3fs7glnyC+w1d5ObP03tv4SN8kVJvHBwOO9GWbmBYng2rjut7OxubW9s1vYK+4fHB4dl05OWzpOFcMmi0WsOgHVKHiETcONwE6ikMpAYDsY38/89hMqzePo0WQJ+pIOIx5yRo2VGlm/VHYr7hxknXg5KUOOer/00xvELJUYGSao1l3PTYw/ocpwJnBa7KUaE8rGdIhdSyMqUfuT+aFTcmmVAQljZSsyZK7+nZhQqXUmA9spqRnpVW8m/ud1UxPe+RMeJanBiC0WhakgJiazr8mAK2RGZJZQpri9lbARVZQZm83SlkBOizYUbzWCddKqVrybSrVxXa5V83gKcA4XcAUe3EINHqAOTWCA8AKv8OY8O+/Oh/O5aN1w8pkzWILz9QsTopOa</latexit>y

<latexit sha1_base64="pWB2dF1PUm2ZIeTMfg9soRz3elA=">AAACEnicbVDLSsNAFJ34rPUVdSVuBovgqiRF1GXBjRuhgn1AE8JkOmmHzkzCzEQoIfgT/oJb3bsTt/6AW7/ESZuFbT1w4XDOvdx7T5gwqrTjfFsrq2vrG5uVrer2zu7evn1w2FFxKjFp45jFshciRRgVpK2pZqSXSIJ4yEg3HN8UfveRSEVj8aAnCfE5GgoaUYy0kQL72ONIjzBi2V0eZF7IMy8Z0TzQeWDXnLozBVwmbklqoEQrsH+8QYxTToTGDCnVd51E+xmSmmJG8qqXKpIgPEZD0jdUIE6Un01fyOGZUQYwiqUpoeFU/TuRIa7UhIemszhYLXqF+J/XT3V07WdUJKkmAs8WRSmDOoZFHnBAJcGaTQxBWFJzK8QjJBHWJrW5LSHPqyYUdzGCZdJp1N3LeuP+otZslPFUwAk4BefABVegCW5BC7QBBk/gBbyCN+vZerc+rM9Z64pVzhyBOVhfvytrnqc=</latexit>M�t

<latexit sha1_base64="I3j4QMA1yUOp4qgcKCRO5ZDKl5I=">AAAB/3icbVA9SwNBEJ2LXzF+RS1tFoNgddwFUcuAjWUE8wHJEfY2e8mS3b1jd08IxxX+BVvt7cTWn2LrL3GTXGESHww83pthZl6YcKaN5307pY3Nre2d8m5lb//g8Kh6fNLWcaoIbZGYx6obYk05k7RlmOG0myiKRchpJ5zczfzOE1WaxfLRTBMaCDySLGIEGyt1+6HIVD4wg2rNc7050DrxC1KDAs1B9ac/jEkqqDSEY617vpeYIMPKMMJpXumnmiaYTPCI9iyVWFAdZPN7c3RhlSGKYmVLGjRX/05kWGg9FaHtFNiM9ao3E//zeqmJboOMySQ1VJLFoijlyMRo9jwaMkWJ4VNLMFHM3orIGCtMjI1oaUso8ooNxV+NYJ20665/7dYfrmoNt4inDGdwDpfgww004B6a0AICHF7gFd6cZ+fd+XA+F60lp5g5hSU4X7/CR5bL</latexit>

rt

<latexit sha1_base64="Kh9nj/iCWKsyU2xeHRo/nstKQX4=">AAACDnicdVDLSsNAFJ34tr6i4srNYBFchSSGtu4ENy4rWBWaUibTiR06k4SZG7GE/IO/4Fb37sStv+DWL3FSK6jogYHDOfdy7pwoE1yD675ZM7Nz8wuLS8u1ldW19Q17c+tCp7mirENTkaqriGgmeMI6wEGwq0wxIiPBLqPRSeVf3jCleZqcwzhjPUmuEx5zSsBIfXsnjGShyn4RAruFIlZEsrLs23XXOWo1/KCBXcd1m57vVcRvBocB9oxSoY6maPft93CQ0lyyBKggWnc9N4NeQRRwKlhZC3PNMkJH5Jp1DU1Miu4Vk/NLvG+UAY5TZV4CeKJ+3yiI1HosIzMpCQz1b68S//K6OcStXsGTLAeW0M+gOBcYUlx1gQdcMQpibAihiptbMR0SRSiYxn6kRLKsmVK+fo7/Jxe+4zUc/yyoHzvTepbQLtpDB8hDTXSMTlEbdRBFBbpHD+jRurOerGfr5XN0xprubKMfsF4/AL4lnWg=</latexit>

rframe

<latexit sha1_base64="Kh9nj/iCWKsyU2xeHRo/nstKQX4=">AAACDnicdVDLSsNAFJ34tr6i4srNYBFchSSGtu4ENy4rWBWaUibTiR06k4SZG7GE/IO/4Fb37sStv+DWL3FSK6jogYHDOfdy7pwoE1yD675ZM7Nz8wuLS8u1ldW19Q17c+tCp7mirENTkaqriGgmeMI6wEGwq0wxIiPBLqPRSeVf3jCleZqcwzhjPUmuEx5zSsBIfXsnjGShyn4RAruFIlZEsrLs23XXOWo1/KCBXcd1m57vVcRvBocB9oxSoY6maPft93CQ0lyyBKggWnc9N4NeQRRwKlhZC3PNMkJH5Jp1DU1Miu4Vk/NLvG+UAY5TZV4CeKJ+3yiI1HosIzMpCQz1b68S//K6OcStXsGTLAeW0M+gOBcYUlx1gQdcMQpibAihiptbMR0SRSiYxn6kRLKsmVK+fo7/Jxe+4zUc/yyoHzvTepbQLtpDB8hDTXSMTlEbdRBFBbpHD+jRurOerGfr5XN0xprubKMfsF4/AL4lnWg=</latexit>

rframe

Black-box
Classifier

‘query’

<latexit sha1_base64="/L2f0zznkgBQZYsbKW5OAtvIf3c=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GubRh+4KblxWsA9oh5JJM21sJhmSjFCG/oMbF4q49X/c+Tdm2goqeuDC4Zx7ufeeMGFUacf5sApr6xubW8Xt0s7u3v5B+fCoo0QqMWljwYTshUgRRjlpa6oZ6SWSoDhkpBtOr3K/e0+kooLf6llCghiNOY0oRtpInYFIWKqG5YpjO9Wa69egIX6t4fs58dz6pQdd21mgAlZoDcvvg5HAaUy4xgwp1XedRAcZkppiRualQapIgvAUjUnfUI5iooJsce0cnhllBCMhTXENF+r3iQzFSs3i0HTGSE/Uby8X//L6qY4ugozyJNWE4+WiKGVQC5i/DkdUEqzZzBCEJTW3QjxBEmFtAiqZEL4+hf+Tjme7ddu7qVaa3iqOIjgBp+AcuKABmuAatEAbYHAHHsATeLaE9Wi9WK/L1oK1mjkGP2C9fQIitY93</latexit>�

<latexit sha1_base64="1fznZMQdFUFnUhLFScE4JhvqBAg=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmAckS5idTJIhszPLTK8QlnyEFw+KePV7vPk3TpI9aGJBQ1HVTXdXlEhh0fe/vcLG5tb2TnG3tLd/cHhUPj5pWZ0axptMS206EbVcCsWbKFDyTmI4jSPJ29Hkbu63n7ixQqtHnCY8jOlIiaFgFJ3U7mkUMbf9csWv+guQdRLkpAI5Gv3yV2+gWRpzhUxSa7uBn2CYUYOCST4r9VLLE8omdMS7jirqloTZ4twZuXDKgAy1caWQLNTfExmNrZ3GkeuMKY7tqjcX//O6KQ5vw0yoJEWu2HLRMJUENZn/TgbCcIZy6ghlRrhbCRtTQxm6hEouhGD15XXSqlWD62rt4apSr+VxFOEMzuESAriBOtxDA5rAYALP8ApvXuK9eO/ex7K14OUzp/AH3ucPg2WPpA==</latexit>⌦

<latexit sha1_base64="+W8ALtUwUqVnT2Zc5qAB2OzDmqM=">AAAB/nicbVA9SwNBEJ3zM8avqKXNYhAsJNwFUcuAjWUE8wHJEfY2c8mS3btjd08IR8C/YKu9ndj6V2z9JW6SK0zig4HHezPMzAsSwbVx3W9nbX1jc2u7sFPc3ds/OCwdHTd1nCqGDRaLWLUDqlHwCBuGG4HtRCGVgcBWMLqb+q0nVJrH0aMZJ+hLOoh4yBk1VmoNL0kXDe2Vym7FnYGsEi8nZchR75V+uv2YpRIjwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixNKIStZ/Nzp2Qc6v0SRgrW5EhM/XvREal1mMZ2E5JzVAve1PxP6+TmvDWz3iUpAYjNl8UpoKYmEx/J32ukBkxtoQyxe2thA2poszYhBa2BHJStKF4yxGskma14l1Xqg9X5Volj6cAp3AGF+DBDdTgHurQAAYjeIFXeHOenXfnw/mct645+cwJLMD5+gXUY5Wj</latexit>

h, ⌘

<latexit sha1_base64="zc9dhk0S2hZEzHtD/i6Zn6k8ubE=">AAACAnicbVA9SwNBEN3zM8avqKXNYhCswl0QtQxoYRnBfMDdEfY2e8mS3b1jd04IRzr/gq32dmLrH7H1l7hJrjCJDwYe780wMy9KBTfgut/O2vrG5tZ2aae8u7d/cFg5Om6bJNOUtWgiEt2NiGGCK9YCDoJ1U82IjATrRKPbqd95YtrwRD3COGWhJAPFY04JWMkPIpkHd0wAmfQqVbfmzoBXiVeQKirQ7FV+gn5CM8kUUEGM8T03hTAnGjgVbFIOMsNSQkdkwHxLFZHMhPns5Ak+t0ofx4m2pQDP1L8TOZHGjGVkOyWBoVn2puJ/np9BfBPmXKUZMEXni+JMYEjw9H/c55pREGNLCNXc3orpkGhCwaa0sCWSk7INxVuOYJW06zXvqlZ/uKw26kU8JXSKztAF8tA1aqB71EQtRFGCXtArenOenXfnw/mct645xcwJWoDz9QvSGZfu</latexit>

�

<latexit sha1_base64="zc9dhk0S2hZEzHtD/i6Zn6k8ubE=">AAACAnicbVA9SwNBEN3zM8avqKXNYhCswl0QtQxoYRnBfMDdEfY2e8mS3b1jd04IRzr/gq32dmLrH7H1l7hJrjCJDwYe780wMy9KBTfgut/O2vrG5tZ2aae8u7d/cFg5Om6bJNOUtWgiEt2NiGGCK9YCDoJ1U82IjATrRKPbqd95YtrwRD3COGWhJAPFY04JWMkPIpkHd0wAmfQqVbfmzoBXiVeQKirQ7FV+gn5CM8kUUEGM8T03hTAnGjgVbFIOMsNSQkdkwHxLFZHMhPns5Ak+t0ofx4m2pQDP1L8TOZHGjGVkOyWBoVn2puJ/np9BfBPmXKUZMEXni+JMYEjw9H/c55pREGNLCNXc3orpkGhCwaa0sCWSk7INxVuOYJW06zXvqlZ/uKw26kU8JXSKztAF8tA1aqB71EQtRFGCXtArenOenXfnw/mct645xcwJWoDz9QvSGZfu</latexit>

�

elementwise
addition

elementwise
multiplication

hyper-
parameters

current
iteration

estimate of
gradient

‘prediction’

<latexit sha1_base64="O+KaUYzOlzjZEo+f/vJ21woespg=">AAAB+HicbVA9SwNBEJ3zM8avqKXNYhCswl0QtQzYWCZgPiA5wt5mLlmye3fs7glnyC+w1d5ObP03tv4SN8kVJvHBwOO9GWbmBYng2rjut7OxubW9s1vYK+4fHB4dl05OWzpOFcMmi0WsOgHVKHiETcONwE6ikMpAYDsY38/89hMqzePo0WQJ+pIOIx5yRo2VGlm/VHYr7hxknXg5KUOOer/00xvELJUYGSao1l3PTYw/ocpwJnBa7KUaE8rGdIhdSyMqUfuT+aFTcmmVAQljZSsyZK7+nZhQqXUmA9spqRnpVW8m/ud1UxPe+RMeJanBiC0WhakgJiazr8mAK2RGZJZQpri9lbARVZQZm83SlkBOizYUbzWCddKqVrybSrVxXa5V83gKcA4XcAUe3EINHqAOTWCA8AKv8OY8O+/Oh/O5aN1w8pkzWILz9QsTopOa</latexit>y
label

<latexit sha1_base64="CoYafxy70QHIn2Kk0Ptni21CROk=">AAAB+HicbVA9SwNBEJ3zM8avqKXNYhCswl0QtQzYWCZgPiA5wt5mLlmye3fs7gnxyC+w1d5ObP03tv4SN8kVJvHBwOO9GWbmBYng2rjut7OxubW9s1vYK+4fHB4dl05OWzpOFcMmi0WsOgHVKHiETcONwE6ikMpAYDsY38/89hMqzePo0UwS9CUdRjzkjBorNXi/VHYr7hxknXg5KUOOer/00xvELJUYGSao1l3PTYyfUWU4Ezgt9lKNCWVjOsSupRGVqP1sfuiUXFplQMJY2YoMmat/JzIqtZ7IwHZKakZ61ZuJ/3nd1IR3fsajJDUYscWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZrO0JZDTog3FW41gnbSqFe+mUm1cl2vVPJ4CnMMFXIEHt1CDB6hDExggvMArvDnPzrvz4XwuWjecfOYMluB8/QL6U5OK</latexit>

i

Figure 1: Overview of GEO-TRAP. GEO-TRAP is a black-box attack algorithm guided by the key observation
that strong gradients g(i) can be computed by finding better gradient search direction candidates π. We propose
to search each frame of the directions rt by warping a randomly sampled rframe using a geometric transformation
Mφt ; different rt in π are warped by the same rframe, thus have geometric progression among frames.

The overall attack strategy is summarized in Algorithm 1 and pictorially illustrated in Figure 1.
Since in Step 2 above, the gradient estimation (i.e., GRAD-EST) procedure includes the geometric
transformation strategy (i.e., TRANS-WARP), we will next describe GRAD-EST and then move on
to TRANS-WARP. For the simplicity of exposition, we drop the superscript i and shorten the loss
function to L(fθ(xadv), y) to L (as the model parameters θ remain unchanged) in rest of this section.

3.1 GEO-TRAP Gradient Estimation (GRAD-EST)

Let g? = ∇xL be the ideal value of the gradient of L at x, required to create xadv in (2). To find an
efficient estimator g for g?, a (new) surrogate loss `(g) = −〈g?, g〉 is defined such that the estimator
g has a sufficiently large inner product with the actual gradient g? (g is normalized to a unit vector;
we ignore the normalization operation for ease of explanation). The loss function definition and the
algorithm to estimate g follow [13].

As g? is unknown in the black-box setting, this surrogate loss function can be estimated as

`(g) = −〈g?, g〉 = −〈∇xL, g〉 ≈ −
L(x+ εg, y)− L(x, y)

ε
. (3)

To iteratively estimate g, we need to, in turn, estimate the gradient of `(g), i.e., ∆ = ∇g`(g). With
antithetic sampling [28], ∆ can be estimated as

∆ =
`(g + δπ)− `(g − δπ)

δ
π, (4)

where δ is a small number adjusting the magnitude of the loss variation and π ∈ RT×H×W×C is a
random candidate direction. Our core contribution lies in the fact that instead of randomly sampling
π in the search space [13], we reduce the search dimensionality by warping a randomly sampled
tensor rframe ∈ RH×W×C with another randomly sampled geometric (e.g., affine) transformation
parameter tensor Φwarp ∈ RT×D to get π. The search space is then reduced from T ×H ×W ×C to
(H×W ×C)+ (T ×D) and D is a relatively small number, D � H×W ×C. Withw1 = g+ δπ
and w2 = g − δπ and combining (3) with (4), we get

∆ =
L(x+ εw2, y)− L(x+ εw1, y)

εδ
π. (5)

Note that by querying the victim model fθ with x + εw1, we are able to retrieve the value of
L(x+ εw1, y); similarly we can obtain the value of L(x+ εw2, y) (L(·) is defined following [17].).
In summary, we estimate ∆ with these two queries to the victim model. The resulting algorithm for
estimating gradient of∇g` or ∆ for consequently estimating g is shown in Algorithm 2. Eventually
at every iteration, we use ∆ to update g by applying a one-step gradient descent as g ← g − η∆,
where η is a hyperparameter to update g. This updated g is later used to obtain xadv using (2).
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Algorithm 1: GEO-TRAP: Query-based Iterative attack for Video Classifiers
Input :video x, corresponding label y, step-size η for updating the gradient, step-size h for

updating adversarial video.
Output :adversarial video xadv

1 Initialize: x(0) = x, g(0) = 0, i = 1

2 while argmax
(
fθ(x

(i))
)
= y do

3 ∆ = Grad-Est(x(i−1), g(i−1), y) /* Gradient Estimation */
4 g(i) ← g(i−1) − η∆
5 x(i) ← clip(x(i−1) − hsign(g(i)))
6 i← i+ 1
7 end
8 return xadv = x(i)

3.2 Noise Warping using Geometric Transformation (TRANS-WARP)

To tackle the challenge of the high-dimensionality of the search space, we propose to parameterize
the search space with a single random noise tensor rframe ∈ RH×W×C and a sequence of geometric
transformations Φwarp ∈ RT×D. Apart from the reduction of the search space of gradient estimation,
our geometric transformation provides a temporal structure to π, which we discuss next.

At every iteration, π = [r1, r2, . . . , rT ] represents the candidate direction for ∆. These directions
rt ∈ RH×W×C are used to compute ∆ in order to update gradient g. To obtain π, we use a sequence
of transformation vectors Φwarp = [φ1,φ2, . . . ,φT ] where φt ∈ RD. The dimensionality D, chosen
by the attacker, can vary depending on the transformation type that is populated from φt, e.g., D = 6
for affine transformation. We take affine transformation as an example to describe the warping
process. We start by randomly sampling rframe and the sequence of φt along with initializing each
element in the sequence of rt with zero in every iteration. TRANS-WARP then computes rt by
warping rframe using the parameters in φt = [φt11, φ

t
12, φ

t
13, φ

t
21, φ

t
22, φ

t
23] ∈ R6 of Φwarp ∈ RT×6 as

follows. For all C channels, let (p, q) and (u, v) be the target and source coordinates in rt and rframe,
respectively. rt (for all channels) is computed as

rt(p, q)← rframe(u, v), 1 ≤ p, u ≤ H, 1 ≤ q, v ≤W. (6)

Location (p, q) is computed using the affine transform matrixMφt
created with φt in homogeneous

coordinates [29] as shown below. t is dropped for simplicity.pq
1

 =Mφ

uv
1

 =

φ11 φ12 φ13
φ21 φ22 φ23
0 0 1

uv
1

 (7)

We compactly denote this warping operation in (6) and (7) with rt = T (rframe,φt). Affine transfor-
mation allows translation, rotation, scaling, and skew to be applied to rframe to get each rt. Therefore,
the sequence of rt have affine geometric progression among its temporal dimension. Other examples
of geometric transformations may be more constrained, such as the similarity transformationMS

φ

(that allows translation, dilation (uniform scale) and rotation with D = 4) and translation-dilation
MTD
φ (that allows translation and uniform dilation with D = 3) as shown below.

[φ11, φ12, φ13, φ23]→MS
φ =

 φ11 φ12 φ13

−φ12 φ11 φ23

0 0 1

 , [φ11, φ13, φ23]→MTD
φ =

φ11 0 φ13

0 φ11 φ23

0 0 1

 (8)

4 What Makes GEO-TRAP Effective?

Potent iterative algorithms should rely on few queries for crafting successful perturbations for time
efficiency. To minimize the number of queries, iterative algorithms need to find strong gradients in
their early iterations. As discussed earlier, videos inherently incur a larger search space due to the
temporal dimension and thus, pose challenges in searching for effective gradients. In this section, we
provide empirical evidence to show that by parameterizing the temporal dimension, GEO-TRAP finds
better gradients, in general, than previous works. We use three baselines in this analysis.
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Algorithm 2: GRAD-EST(x(i−1), g(i−1) ∈ RT×H×W×C , y)→ Estimate ∆ = ∇g`(g) ∈ RT×H×W×C

Input :video x(i), label y, gradient estimator g(i−1), δ for loss variation, ε for approximation.
Output :estimation of ∆ = ∇g`(g)

1 Sample rframe ∈ RH×W×C , Φwarp ∈ RT×D (each element from a normal distribution N (0, 1))
2 π = Trans-Warp(rframe,Φwarp) /* Use Geometric Transformations */
3 w1 = g(i−1) + δπ, w2 = g(i−1) − δπ
4 L1 = L(x(i−1) + εw2, y), L2 = L(x(i−1) + εw1, y) /* Query victim model twice */
5 ∆ = (L2 − L1)π/εδ
6 return ∆
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Figure 2: Gradient Analysis of GEO-TRAP. (a) GEO-TRAP’s high query-efficiency is a direct implication
of good quality gradient estimation (for both targeted and untargeted attack), shown here with higher cosine
similarity with g? compared to other methods. (b) Better quality of estimated gradients by GEO-TRAP results in
a successful attack with fewer queries compared to other attacks.

• MULTI-NOISE ATTACK [13] which computes search directions rt separately for each frame by
sampling each element of rt from a standard normal distribution, resulting in a search space
dimension of T ×H ×W × C. It does not explicitly consider the temporal dimension; temporal
progression in any arbitrary direction is possible between a sequence of perturbation frames.

• ONE-NOISE ATTACK which computes r1 by sampling each element from a standard normal
distribution and applies the same r1 across all rt(t = 1, 2, · · · , T ). ONE-NOISE ATTACK reduces
the search space but completely ignores the temporal dimension when generating the perturbation.

• MOTION-SAMPLER ATTACK [22] which uses the optical flow of the original video x to warp
rframe to get each rt. It reduces the search space by using the motion prior of x as the temporal
progression between perturbation frames. In contrast, rather than fixing the temporal search space
using a motion prior, GEO-TRAP parameterizes the temporal structure of the space with Φwarp.

We measure the gradient estimation quality by calculating the cosine similarity between the ground
truth g? and the estimated gradient g following [19] for the aforementioned baselines. For each
attack, we average over 1000 randomly selected videos with their cosine similarity values in the first
attack iteration. We choose the first iteration because the initial g? is the same for the different attack
methods, ensuring a fair comparison. As shown in Figure 2(a), our proposed method for estimating
the gradients, yields g of the best quality for both untargeted and targeted attacks among all evaluated
approaches. This leads to faster loss convergence / few queries as shown in Figure 2(b). We validate
such trends with different loss functions and more datasets in the Supplementary Material.

The empirical results validate that by carefully considering the temporal dimension and parameterizing
the temporal structure of the gradient search space with geometric transformations, GEO-TRAP finds
better gradients. GEO-TRAP and MOTION-SAMPLER ATTACK [22] are better than the other two;
the reason could be that temporally structured perturbations are more likely to disrupt the motion
context of videos. However, the gradients estimated by MOTION-SAMPLER ATTACK [22] are not
as effective as our proposed approach; the reason could be that the motion-prior of the clean video
does not necessarily represent the temporal behavior of effective video perturbations. By allowing
flexibility of the temporal progression while maintaining only a minimally sufficient space through
its geometric parameterization, GEO-TRAP generates effective temporally structured perturbations.
Note that one could use other, potentially better ways to parameterize the temporal progression of the
video perturbation; this is regarded as future works.
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Algorithm 2.1: TRANS-WARP(rframe ∈ RH×W×C , Φwarp ∈ RT×D)→ Estimate π ∈ RT×H×W×C

Input :noise tensor rframe, warp tensors Φwarp, transformation operation Tφ(·).
Output :candidate directions π = [r1, r2, · · · , rT ].

1 Initialize π = ∅
2 for t = [1, 2, · · · , T ] do
3 φt = Φwarp[t]
4 rt = T (rframe,φt) /* Warping Operation */
5 π ← append rt
6 end
7 return π

5 Experiments

Datasets. Following previous work like [15], we use the human action recognition dataset UCF-101
[30] and the hand gesture recognition dataset 20BN-JESTER (Jester) [23] to validate our attacks.
UCF-101 includes 13320 videos from 101 human action categories (e.g., applying lipstick, biking,
blow drying hair, cutting in the kitchen). Given the diversity it provides, we consider the dataset to
validate the feasibility of our attacks on coarse-grained actions. Jester, on the other hand, includes
hand gesture videos that are recorded by crowd-sourced workers performing 27 kinds of gestures
(e.g., sliding hand left, sliding two fingers left, zooming in with full hand, zooming out with full hand).
The appearance of different hand gestures is similar; it is the motion information that matters in the
video classification. We use this dataset to validate our attack with regard to fine-grained actions.

Baselines. Among the four state-of-the-art black-box video attack methods [19–22] described in
Section 2, we use [21, 22] as baselines for following reasons. Our first baseline is MOTION-SAMPLER
ATTACK [22], which has been shown to outperform PATCHATTACK[19] , ONE-NOISE and MULTI-
NOISE attacks (introduced in Section. 4). Our second baseline is HEURISTICATTACK [20]. We note
that SPARSEATTACK [21] is not included in our analysis as we couldn’t replicate their results.

Attack Settings. We consider four state-of-the-art video classification models representing diverse
methodologies of learning from videos, i.e., C3D [31], SlowFast [32], TPN [33] and I3D [34], as
our black-box victim models to attack. More details about the four video models are provided in the
Supplementary Materials. For UCF-101, we randomly select one video from each category following
the setting in [19, 22]. For Jester, since the number of categories is small, we randomly select four
videos from each category. All attacked videos are correctly classified by the black-box model. For
targeted attack, a random target class is chosen for each video. The maximum noise value ρmax is
10 pixel values (out of 255) following [15, 35, 36]. We provide more results for different ρmax in
Supplementary Material. Note that since the perturbation generated by HEURISTICATTACK [20]
is sparse and thus more imperceptible, we do not impose a perturbation budget on it. We set the
maximum query limit to Q = 60, 000 for untargeted attack and Q = 200, 000 for targeted attack.
The other hyper-parameters, i.e., ε, δ, η, and h take the same values as mentioned in [22]. Unless
otherwise specified, a translation-dilation transformation (with D = 3) is used for our attack method.

Metrics. Following [19, 22], we evaluate GEO-TRAP, in terms of (a) Success Rate (SR), i.e., the
total success rate in attacking within query and perturbation budgets; and (b) Average Number of
Queries (ANQ) i.e., the average total queries from attacks for all videos (including failed ones).

5.1 Comparison to State-of-the-Art

Untargeted Attack. We report the untargeted attack performance of our attack method and the
baseline methods in Table 2. We observe that, in general, GEO-TRAP requires fewer average number
of queries when attacking different black-box victim models: on average over 45 % fewer queries
than MOTION-SAMPLER ATTACK [22]. At the same time, GEO-TRAP yields higher attack success
rates: on average about 6% higher than HEURISTICATTACK [20]. When attacking SlowFast model
on the Jester dataset, GEO-TRAP achieves 100% successful rate with only 521 queries while the
baseline methods need at least 1906 queries. We also observe that the TPN model is more robust
towards black-box attacks compared with the other three video recognition models.
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Figure 3: Visualization of Perturbations and Perturbed Video. We visualize the generated perturbations and
perturbed video for GEO-TRAP and other baselines for UCF-101 (left) and Jester (right) datasets for untargeted
attack against SlowFast classifier with ρmax = 10/255.

Visualization. We show two visualizations of adversarial frames on Jester and UCF-101 in Fig. 3.
We observe that the generated adversarial frames have little difference from the clean ones but can
lead to a failed classification. Also, our attack method could lead to sparse perturbations in the spatial
and temporal dimension as the perturbations are sometimes zoomed out (thus get very small), and
sometimes are translated out of the sight with choice of geometric transformation. More examples
are in the Supplementary Material.

Targeted Attack. We report the targeted attack performance of our method and the baseline methods
in Table. 3. We observe that in some cases, HEURISTICATTACK [20] requires fewer number of
queries than GEO-TRAP, but its attack success rates are pretty low in those cases. For example,
when attacking the TPN model on the Jester dataset, although HEURISTICATTACK [20] requires
only 12k average number of queries, its attack success rate is less than half of ours, 44.4% v.s.
92.6%. GEO-TRAP consistently yields higher attack success rates, on average over 30% higher than
HEURISTICATTACK [20] and over 8% higher than MOTION-SAMPLER ATTACK [22]. In addition,
in most cases, GEO-TRAP requires fewer average number of queries than the two baseline attacks,
on average over 45 % fewer queries than MOTION-SAMPLER ATTACK [22]. The targeted attack
performance further validates the effectiveness of our method.

5.2 Different Geometric Transformations in TRANS-WARP

As discussed in Section 3.2, different kinds of geometric transformations could be used in the TRANS-
WARP function. In addition to the translation-dilation transformation (MTD

φ in (8), D = 3) employed
throughout the paper, we report the performance of GEO-TRAP with two other different geometric

Table 2: Untargeted Attacks. GEO-TRAP demonstrates highly successful untargeted attacks (high Success
Rate (SR)) with fewer queries (low Average Number of Queries (ANQ))

Black-box Video Classifiers
C3D SlowFast TPN I3DDatasets Methods

ANQ (↓) SR (↑) ANQ (↓) SR (↑) ANQ (↓) SR (↑) ANQ (↓) SR (↑)

Jester
HEURISTICATTACK [20] 4699 99.0% 3572 98.1% 4679 82.0% 4248 98.1%

MOTION-SAMPLER ATTACK [22] 4549 99.0% 1906 100% 6269 91.3% 3029 99.4%
GEO-TRAP (Ours) 1602 100% 521 100% 3315 92.4% 1599 100%

UCF-101
HEURISTICATTACK [20] 5206 70.2% 3507 87.2% 6539 71.8% 6949 84.7%

MOTION-SAMPLER ATTACK [22] 14336 81.6% 4673 97.2% 20369 75.8% 7400 94.4%
GEO-TRAP (Ours) 11490 86.2% 1547 98.8% 17716 76.1% 4887 97.4%
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Table 3: Targeted Attacks. GEO-TRAP demonstrates highly successful targeted attacks (high Success Rate
(SR)) with fewer queries (low Average Number of Queries (ANQ))

Black-box Video Classifiers
C3D SlowFast TPN I3DDatasets Methods

ANQ (↓) SR (↑) ANQ (↓) SR (↑) ANQ (↓) SR (↑) ANQ (↓) SR (↑)

Jester
HEURISTICATTACK [20] 15595 46.3% 30768 98.1% 12006 44.4% 31088 77.8%

MOTION-SAMPLER ATTACK [22] 26704 98.2% 33087 100% 63721 80.9% 39037 90.7%
GEO-TRAP (Ours) 6198 100% 7788 100% 41294 92.6% 19542 98.2%

UCF-101
HEURISTICATTACK [20] 26741 29.0% 22152 61.4% 71828 36.4% 92244 43.7%

MOTION-SAMPLER ATTACK [22] 100467 71.1% 57126 86.0% 151409 31.6% 96498 59.6%
GEO-TRAP (Ours) 71820 85.8% 21878 95.0% 141629 40.0% 76708 74.6%

transformations, i.e., similarity transformation (MS
φ in (8), D = 4) and affine transformation (Mφ

in (7), D = 6). Figure 4 shows the untargeted attack performance on Jester with these different
geometric transformations (more results are available in the Supplementary Material). We observe
that the transformation with fewer degrees of freedom (DOF) ( translation-dilation transformation)
tends to require fewer queries while having the same or higher attack success rates (the attack success
rates are available in the Supplementary Material). We believe that D = 3 provides enough temporal
flexibility to disrupt the motion context of the videos; additional degrees of freedom seemingly
increase the search space unnecessarily, resulting in more queries.

6 Conclusion

C3D SlowFast TPN I3D
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Figure 4: Performance with different Mφ.
GEO-TRAP results in best performance when
Mφ is set as translation-dilation operation.

Black-box adversarial attacks on video classifiers is a
challenging problem that has been largely understudied.
In this work, we demonstrate that searching for effec-
tual gradients in a reduced but structured search space
for crafting perturbations leads to highly successful at-
tacks with fewer queries compared to state-of-the-art
attack strategies. In particular, we propose a novel it-
erative algorithm that employs Geometric transforma-
tions to parameterize and reduce the search space, for
estimating gradients that maximize the probability of
mis-classification of the perturbed video. This simple
and novel strategy exposes the vulnerability of widely
used video classifiers. For instance, GEO-TRAP de-
creases average query numbers by 64.78%, 72.66% and
47.21% to attack C3D, SlowFast, and I3D, respectively,
for almost 100% success rate in untargeted attacks.

7 Broader Impact

In this work, by leveraging geometric transformations for effective gradient estimations, we propose
a highly query-efficient adversarial attack on video classification models which demonstrates state-of-
the-art results. As more and more safety-critical systems (e.g., perceptual modules in autonomous
vehicles) nowadays rely on video models, we are hopeful that our work, in addition to future research
(including designing sophisticated video generative models as in [37–39] for distribution-driven
attacks [40, 41]), can eventually help build sufficiently robust video models to best avoid malicious
sub-versions. On one hand, we believe our algorithm could allow further research in adversarial
robustness and data augmentation strategies of deep vision models. It should also give a direction
to researchers to design counter defense methodologies [42–46]. On the other hand, it highlights a
key drawback of different video classifiers which will allow adversaries to design more sophisticated
attacks, both in white-box and black-box settings. Addressing such fallacies in designing deep neural
networks is of utmost importance before introducing them in real-world scenarios.
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