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Abstract

We develop a self-supervised method for im-
proving the ability of language models to rea-
son about the dependency structure of procedu-
ral texts. Previous work has explored using fine-
tuned models to classify dependencies between
procedure steps and construct flow-graphs us-
ing these dependencies. We improve upon
these methods by introducing a self-supervised
step-unshuffling training objective. By learning
to map shuffled sequences of procedure steps
to their correct order, our method improves the
procedural reasoning abilities of language mod-
els. Through experiments we demonstrate that
state-of-the-art models including GPT-4 per-
form poorly at the task of identifying step de-
pendencies, and we also generate significant
improvements using our step-unshuffling train-
ing objective, surpassing GPT-4 performance.

1 Introduction

Understanding procedural texts is an important
goal of natural language processing research. Natu-
ral language offers a versatile and accessible means
of specifying tasks to people and agents and instruc-
tional texts have been leveraged in many domains
including robotics (Tellex et al., 2020), video game
agents (Branavan et al., 2012), and computer vision
(Ramanathan et al., 2013). Unlike commands spec-
ifying goals, procedural texts capture additional in-
formation about the manner in which a task should
be performed. They are sequences of actions and
subgoals, and also contain information about the
necessary objects for completing a task.

For many applications, a structured representa-
tion of the procedural text is necessary. Momouchi
(1980) introduces a flow-graph representation for
procedural texts which consist of recipe steps and
execution dependencies between the steps. These
graphs specify the actions and objects of the pro-
cedure as nodes and causal dependencies between
the nodes as edges. Constructing these graphs in-

volves parsing individual steps by identifying ac-
tions and objects, and then determining which steps
are dependent on which other steps and which steps
can be done in any order. This requires an under-
standing of the preconditions and postconditions of
action-steps. Recent work has utilized pretrained
language models (LMs) to construct flow-graphs
from recipes (Yamakata et al., 2020). They con-
struct a dataset of recipes annotated with named
entities and dependencies and then finetune a LM to
classify dependencies between the entities. These
approaches rely on the LM to have representations
which capture the information that is necessary to
reason about dependencies and to generalize this
knowledge effectively to new procedural texts.

However recent work has shown that even large
language models (LLMs) perform poorly at tasks
that require basic procedural reasoning abilities.
(Valmeekam et al., 2023) shows that state-of-the-
art LL.Ms significantly under-perform humans at
simple formal planning tasks, including generating
valid plans, reasoning about plan execution, and
even verifying whether provided plans are correct.
This appears to indicate that current large models
do not contain or cannot leverage representations
for reasoning about dependencies in procedural
texts.

To improve the construction of flow-graphs, we
therefore seek to augment the procedural reasoning
abilities of pretrained models. LLMs have demon-
strated high performance on semantic parsing tasks
involving single sentences (Shin et al., 2021). But
generating flow-graphs involves reasoning about
longer context relationships and we demonstrate
that even the largest models still lack the ability to
effectively identify procedure dependencies with-
out access to significant domain-specific supervised
training data. To help overcome this, we propose to
use a self-supervised learning objective: procedure
step unshuffling. We construct a self-supervised
training task where the model learns to map shuf-
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Figure 1: Our method first finetunes a pretrained LM to unshuffle recipe steps. We then finetune the model on a
challenging recipe dependency classification task. This task requires determining which recipe steps must precede
others in execution order and requires reasoning about the actions and objects.

fled procedure steps to their original order. This
method forces the model to learn representations
that are useful for reasoning about the order and
dependency relationships between instruction steps.
We observe that this method improves the perfor-
mance of the model on the downstream task of
recognizing step dependencies in cooking recipes.
We make the following contributions:

* Apply step unshuffling to improve reasoning
about the dependency structure of cooking
recipes, significantly improving the perfor-
mance of finetuned models. To the best of our
knowledge, this is the first time this objective
has been applied to improving the understand-
ing of natural language instructions.

* Show that state-of-the-art language models
struggle to reason about instruction step-
dependencies without supervised training.

2 Method

We use the English Recipe Flow Graph Corpus!
(Yamakata et al., 2020) which contains 300 English
language cooking recipes annotated with named
entities and substep procedure dependencies. We
are primarily interested in assessing the ability
of LLMs to reason about dependencies and not
the parsing of named entities within individual
steps. Therefore, we modify the original dataset to
construct a new sentence-level dependency corpus
based on dependencies between sentences in the
recipe. For each recipe, a directed acyclic graph
(DAG) is constructed where nodes are recipe sen-
tences and edges indicate dependencies between
those steps. If two steps are not linked by an edge,
they may be performed in any order without chang-

Thttps://sites.google.com/view/yy-lab/resource/english-
recipe-flowgraph

ing the recipe result. We divide this corpus into a
70% train, 10% validation, 20% test set split.

2.1 Instruction Unshuffling

We improve the pretrained representations of the
language models to enable better reasoning about
step dependencies. For pretrained language repre-
sentations we utilize the Flan-T5 models (Chung
et al., 2022) which perform at or near state-of-the-
art across a variety of NLP tasks including classifi-
cation and natural language reasoning tasks. Start-
ing with a Flan-T5 model, we finetune this model
on the additional training task of unshuffling recipe
steps from the RecipeNLG corpus (Bieni et al.,
2020; Marin et al., 2019; Salvador et al., 2017).
We use a randomly select a subset of one million
recipes out of the 2,231,150 available. Figure 1
shows an example of the training stages and in-
put format used in both the recipe unshuffling and
dependency classification tasks. The hyperparam-
eters for all finetuning tasks are found in Table 3.
The model maps a randomly shuffled order of the
recipe steps to its ground-truth order in the original
recipe using the standard autoregressive sequence
modeling loss.

2.2 Finetuning Dependency Classifiers

We formulate the step-dependency recognition
problem as a Boolean classification problem. For
each pair of ordered steps in the recipe, we clas-
sify whether or not there should be a directional
dependency between them. We supply the steps,
complete recipe text, and title to the classifier to
provide the necessary context.

Our approach differs from past work including
(Yamakata et al., 2020) in that our method only de-
tects dependencies between pairs of ordered steps
and not all possible pairs of steps. From examin-
ing the English Recipe Flow Graph Corpus and



Model

Parameter Count AUC-ROC AUC-PR Pos AUC-PR Neg Accuracy Error Rate |

Dependency Finetune

Flan-T5 Small 80M 87.6 89.1 84.7 77.5 22.5
Flan-T5 Base 250M 93.3 93.2 93.1 85.4 14.6
Unshuffle + Dependency Finetune

Flan-T5 Small 80M 91.6 91.5 91.1 83.0 17.0
Flan-T5 Base 250M 94.2 94.3 93.9 85.6 14.4

Table 1: Performance of finetuned models on a balanced evaluation set of 1420 step dependencies from 60 recipes:
a 20% random split of all recipes. The unshuffle trained models outperform the original Flan-T5 models.

RecipeNLG corpus, it is rare that a later step must
be done before an earlier step. Later steps can
sometimes be done before earlier steps, but this
is usually not causally required. This simplifying
assumption improves dependency step recognition
while not sacrificing applicability to our dataset.
However, this simplification may not hold for cer-
tain domains.

2.3 Recipe Flow-Graph Construction

Recipe flow-graph construction uses a trained de-
pendency prediction model to predict dependencies
for all ordered pairs of steps in a recipe. Similar
to (Yamakata et al., 2020), the dependency flow-
graph is then constructed greedily starting with the
last step in the recipe until all nodes with predicted
dependencies are incorporated into the graph. An
example of a recipe graph is provided in Appendix
A, Figure 2.

3 Results

We perform finetuning experiments using two Flan-
TS5 model sizes as shown in Table 1 and evaluate
in-context learning using GPT-4 (OpenAl, 2023),
GPT-3.5 Turbo (Brown et al., 2020), and Mis-
tral 7B Instruct (Jiang et al., 2023). Table 1 re-
ports accuracy, error rate, and area-under-the-curve
(AUC) for both receiver operating characteristic
(ROC) (Fawcett, 2006) and precision-recall (PR).
The AUC-PR is reported for both the positive and
negative classes, where the positive class indicates
that the first step needs to come before the second
i.e. there is a dependency between the steps. Ad-
ditional training details are available in Appendix
A.

We observe that the unshuffling objective signif-
icantly improves the performance of the finetuned
classification models. For the Flan-T5 Small model,
the accuracy increases by 5.5%, which corresponds
to a reduction in the error rate of 24.4%. The ac-
curacy improvements to the Flan-T5 Base model

Model Accuracy
Zero-Shot

Mistral 7B Instruct 57.4
GPT-3.5 Turbo 52.0
GPT-4 70.2
Few-Shot

Mistral 7B Instruct (N=5) 64.2
GPT-3.5 Turbo (N=5) 57.8
GPT-4 (N=5) 73.7

Table 2: Accuracy of LLMs with in-context learning.
N indicates the number of in-context examples used.
GPT-3.5 does no better than random and GPT-4 under-
performs the smaller finetuned models.

are proportionally smaller, but this may be due to
a ceiling effect. The improvements in the AUC
metrics are comparatively larger.

For the Flan-T5 Small model, the accuracy im-
provements are primarily explained by reductions
in the number of false positives. As shown in
the AUC-PR Neg results, the model significantly
increases its precision and recall with respect to
the negative class. This is the more challenging
class for the original Flan-T5 Small model, and
as expected representations which allow for bet-
ter reasoning about step dependencies improve
the model’s ability to classify which steps are not
linked by a dependency.

For the LLMs evaluated, we utilize in-context
learning with examples selected from the balanced
training set using the BM25 (Robertson et al., 2009)
algorithm. Because GPT-4 and GPT-3.5 Turbo do
not return token probabilities, AUC-ROC and AUC-
PR cannot be calculated. During training we select
the model with the highest validation accuracy and
report results on the test-set using this model. As
shown in Table 2, GPT-4 exhibits poor performance
on this task, despite its state-of-the-art performance
on other NLP tasks. Their performance also does
not significantly improve with the introduction of
relevant in-context examples.



4 Discussion

Chicory and Roquefort Salad

1. In a bowl, toss chicory, 2. Make the dressing by mixing
Roquefort and pecan nuts together cream cheese,
together. yoghurt and salt and pepper.
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3. Drizzle over
salad.

Figure 2: An example dependency graph. The first two
steps can be done in any order, but both must be done
before the third step.

The autoregressive (Radford et al., 2018) and
span-masking (Raffel et al., 2020) pretraining ob-
jectives are not well suited to learning language rep-
resentations that are useful for reasoning about pro-
cedural actions and their dependencies (Lin et al.,
2021; Bubeck et al., 2023). At a basic level, these
objectives encourage the model to learn representa-
tions necessary for modeling the conditional gen-
eration of text. In the case of the autoregressive
objective the model learns how later text depends
on earlier text; and for the span-masking objective,
the model learns how text depends on adjacent text.
For example, given a recipe title, the model learns
what text sequence represents a valid recipe for
making that food dish. However, these objectives
do not explicitly encourage representations which
capture relationships between constituent actions
of a text and their relationship to the whole text.
For example, given a set of steps, how can a valid
recipe be constructed from them? Even a bidirec-
tional language modeling objective does not fully
capture this kind of representation.

The procedure step unshuffling objective aims to
address this limitation while building on the pow-
erful existing pretraining objectives which have
proven successful at diverse downstream tasks.
However, it fills in a missing component of the au-
toregressive and span masking objectives and pro-
vides a means by which the model can learn to rep-
resent dependency relationships between steps in
the procedure. Our results show that the finetuned
classification models and state-of-the-art LMs like
GPT-4 fail to capture these dependencies, echoing
previous work that has found reasoning deficits in
out of distribution tasks (Wu et al., 2023).

5 Related Work

Sentence Unshuffling: Previous work has utilized
unshuffling to improve the representations of lan-

guage models for various applications. Lee et al.
(2020) train sentence embeddings using a sentence
unshuffling objective, but requires modifications
to the underlying model and a specialized decoder
architecture. Our approach also differs as it im-
proves the underlying LM representations instead
of learning sentence embeddings. As noted by Lee
et al. (2020), various language models have pro-
posed using sentence order prediction and unshuf-
fling to improve their language representations, but
this does not result in significant improvements on
downstream tasks (Lewis et al., 2020; Devlin et al.,
2019; Lan et al., 2020). Our approach differs in
that we do not consider shuffling of sentences, but
rather procedure steps parsed from recipes. Unlike
autoregressive sentence order reconstruction, our
method results in clear improvements on our down-
stream task of classifying procedure dependencies.
Other work has improved language models to better
handle sequential events by finetuning on perturbed
sequence orders (Koupaee et al., 2021) but does
not explore unshuffling.

Procedural Text Understanding: Papadopou-
los et al. (2022); Kiddon et al. (2015) explore pre-
dicting dependencies in cooking recipes and re-
lated tasks like temporal step ordering of Wiki-
How instructions (Zhang et al., 2020). We uti-
lize the recipe dependency dataset of Yamakata
et al. (2020) but modify the dataset by extracting
sentence-level dependencies from their entity level
dependencies and therefore do not compare to their
results. Wu et al. (2022); Pan et al. (2020) inves-
tigate identifying dependencies in multimodal in-
structions with images and text.

6 Conclusion

We introduce a self-supervised learning objective
based on unshuffling procedure steps. This im-
proves the language models’ ability to reason abili-
ties about dependency relationships between steps
in a procedure. Our method results in significant
improvements in the ability of finetuned state-of-
the-art models to classify these relationships. Ad-
ditionally we show that larger state-of-the-art mod-
els do not perform significantly better than these
smaller models despite using many orders of mag-
nitude more computation at training and inference
time. This points to underlying deficits in proce-
dural reasoning abilities that our objective aims to
improve.



7 Limitations

The datasets investigated are all English-language
datasets and this limits our results and improve-
ments. In future work we plan on investigating
whether these techniques can be applied to other
languages, particularly low-resource languages
where supervised training data is limited. Perfor-
mance on these languages could benefit from better
pretrained representations. While our work only
considers the cooking recipe domain for procedu-
ral texts, this method can in principle be applied
to many other domains. Medical practice guide-
lines, repair manuals, and software tutorials among
others are domains worth investigating. Given that
most previous work has found negligible benefit
to utilizing sentence unshuffling as a pretraining
objective, its worth investigating whether proce-
dure step unshuffling could be incorporated into
language model pretraining as a general objective
to improve downstream performance on natural
language reasoning tasks beyond step dependency
classification. In our work we focus on the more
narrow case of procedural text understanding, and
only train on procedural texts. Given its success
in predicting procedure step dependencies, step
unshuffling could potentially be applied to other
sequential reasoning tasks like planning and we
hope to investigate these other domains in future
work.

8 Ethical Considerations

As noted, our method seeks to improve machine un-
derstanding of procedural texts, but is only demon-
strated on a corpus English recipe dependencies
and pretrained on a corpus of English recipes. We
seek to remedy this in future work. While we be-
lieve these datasets form an important domain and
test for validating our method, only training for
English cooking texts disproportionately benefits
those who use English and are able to cook or oth-
erwise take part in cooking-related activities. As
this method improves machine understanding of
procedural texts and could in principle be used to
augment the capabilities of autonomous agents, par-
ticularly those which need to follow instructions in
the real world, which could be unsafe or promote
bias and other social harms.
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A Appendix

A.1 Implementation

For training and evaluation we utilize the Hug-
gingFace Transformers library (Wolf et al., 2020)
(Apache 2.0) and scikit-learn (Pedregosa et al.,
2011) (BSD 3-Clause). All experiments are per-
formed on a machine with a NVIDIA A100 40G
and take approximately 40 hours to run in total.
The Flan-T5 models (Chung et al., 2022) and Mis-
tral 7B Instruct (Jiang et al., 2023) are available
under an Apache 2.0 license. The OpenAl platform
terms of service are available at https://openai.
com/policies/terms-of-use. The RecipeNLG
dataset’s (Bien et al., 2020; Marin et al., 2019; Sal-
vador et al., 2017) license is not provided to our

knowledge, but is a derivative of the Recipel M+
dataset which is available under an MIT license.
For all datasets used, we checked a random sam-
ples of approximately 200 data-points for mali-
cious content and personal information. For in-
context example selection for the LLMs we uti-
lize the rank_BM?25 library 2 available under the
Apache 2.0 license.

Hyperparameters

Optimizer Adafactor
Learning rate  5Se-4
Batch Size 16

Table 3: Hyperparameters used for training were found
by grid search. The Adafactor optimizer was introduced
by (Shazeer and Stern, 2018) and was selected for its
use in Chung et al. (2022).

2https://github.com/dorianbrown/rank_bm25
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