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Abstract

Reading is integral to everyday life, and yet001
learning to read is a struggle for many young002
learners. During lessons, teachers can use com-003
prehension questions to increase engagement,004
test reading skills, and to improve retention.005
Historically such questions were written by006
skilled teachers, but recently language mod-007
els have been used to generate comprehension008
questions. However, many existing Question009
Generation (QG) systems focus on generating010
extractive questions from the text, and and have011
no way to control the type of the generated012
question. In this paper, we study QG for read-013
ing comprehension where inferential questions014
are critical and extractive techniques cannot015
be used. We propose a two-step model (HTA-016
WTA) that takes advantage of previous datasets,017
and can generate questions for a specific tar-018
geted comprehension skill. We propose a new019
reading comprehension dataset that contains020
questions annotated with story-based reading021
comprehension skills (SBRCS), allowing for a022
more complete reader assessment. Across sev-023
eral experiments, our results show that HTA-024
WTA outperforms multiple strong baselines on025
this new dataset. We show that the HTA-WTA026
model tests for strong SCRS by asking deep027
inferential questions.028

1 Introduction029

Reading is an invaluable skill, and is core to com-030

municating in our digital age. Reading also sup-031

ports other forms of development; when children032

read, it sharpens their memory, and improves social033

skills (Halliday, 1973; Mason, 2017). Yet, statistics034

show that one out of five children in the U.S. face035

learning difficulties (Shaywitz, 2005), especially in036

reading (Cornoldi and Oakhill, 2013). The coro-037

navirus pandemic beginning in 2020 had a huge038

impact on the early reading skills of many children,039

and threatens to leave a lasting impact on a whole040

generation of young readers (Gupta and Jawanda,041

2020).042

The pandemic forced many children to learn on- 043

line, putting in sharp relief the need for effective 044

online education platforms. In particular, reading 045

games have become popular, and can help fill the 046

gap when teachers cannot read in person with stu- 047

dents. These platforms present students with short 048

passages and associated comprehension questions. 049

These questions are key to assessing a reader’s 050

comprehension of a passage, and can also enhance 051

learning (Chua et al., 2017). But, writing diverse 052

and engaging comprehension questions is no trivial 053

task. 054

Teachers need to generate new comprehension 055

questions whenever they incorporate new text into 056

a curriculum. New text helps to keep material fresh 057

and topical, and can allow teachers to customize 058

lessons to the interests of a particular student co- 059

hort. After finding such custom reading material, 060

teachers must write new comprehension questions 061

to evaluate several reading aspects of comprehen- 062

sion (e.g. understanding complex words, recalling 063

events, etc.). 064

Thus, to improve the educational process, and 065

lighten the load on teachers, we need tools to auto- 066

mate Question Generation (QG): the task of writing 067

questions for a given passage. Generated questions 068

can be either inferential or extractive questions. 069

Extractive questions can be answered using only 070

information stated in the text, whereas inferential 071

questions require additional information or reason- 072

ing. Previous work focused on this aspect of the 073

questions in reading comprehension and discarded 074

the comprehension skills (e.g. close reading, pre- 075

dicting, figurative language, etc.). 076

We take inspiration from continual learn- 077

ing (Parisi et al., 2019), which orders a set of learn- 078

ing tasks to improve model performance. We begin 079

by training a model on the general task of QG (How 080

to ask: HTA), and follow with our task of interest: 081

generating a targeted question of a particular type 082

(What to ask: WTA). 083
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This paper focuses on the generation of ques-084

tions for story-based reading comprehension skills085

(SBRCS), which are varied and cover many aspects086

of reading comprehension. We create a QG dataset087

for SBRCS1. Although our aim in creating this088

dataset is to enrich educational applications, this089

dataset can be considered as a source for general090

QG and question answering (QA) systems in NLP.091

Our focus here is to build a question generator092

without answer supervision as the case in a real-093

life application, where a story only will be given094

as input. This is a challenging task, as many differ-095

ent questions can be generated from a story when096

there is no answer supervision. QG with answer097

supervision is another prevalent research line in the098

literature (Zhao et al., 2018; Ma et al., 2020; Wang099

et al., 2020; Chen and Xu, 2021).100

The contributions in this work are as follows:101

• We build a novel QG dataset for SBRCS. The102

dataset contains advanced reading comprehen-103

sion skills extracted from stories.104

• We propose a two-steps method to generate105

skill-related questions from a given story. The106

method takes advantage of previous datasets107

to improve generalizability, and then, teaches108

a model how to ask predefined styles of ques-109

tions.110

• We demonstrate the efficiency of the proposed111

method after extensive experiments, and we112

investigate its performance in a few-shot learn-113

ing setting.114

The rest of the paper is structured as follows.115

In the next section, we present an overview of the116

literature work. In Section 3, we describe how117

we built our dataset. Section 4 describes the pro-118

posed methodology. The experimental setting is119

presented in Section 5. The results and the analysis120

are presented in Section 6. Finally, we draw some121

conclusions and possible future work for this study.122

2 Related Works123

QG has progressed rapidly due to new datasets and124

model improvements. Many different QG mod-125

els have been proposed, starting for simple vanilla126

Sequence to Sequence Neural Networks models127

1We are working with our industrial partner to publish
the dataset once it is completed as we are still working on
incorporating more SBRCS. The dataset will be published
only for research purposes.

(seq2seq) (Du et al., 2017; Zhou et al., 2017; Yuan 128

et al., 2017) to the more recent transformer-based 129

models (Dong et al., 2019; Chan and Fan, 2019; 130

Varanasi et al., 2020; Narayan et al., 2020; Bao 131

et al., 2020). Some QG systems use manual linguis- 132

tic features in their models (Harrison and Walker, 133

2018; Khullar et al., 2018; Liu et al., 2019a; Dhole 134

and Manning, 2020), some consider how to se- 135

lect question-worthy content (Du and Cardie, 2017; 136

Li et al., 2019; Scialom et al., 2019; Liu et al., 137

2020), and some systems explicitly model question 138

types (Duan et al., 2017; Sun et al., 2018; Kang 139

et al., 2019; Zhou et al., 2019). The last group fo- 140

cused only on generating questions that start with 141

specific interrogative words (what, how, etc.). 142

QG has been used to solve many real-life prob- 143

lems. For example, QG in conversational dia- 144

logue (Gu et al., 2021; Shen et al., 2021; Liu 145

et al., 2021b) where models were taught to ask 146

a series of coherent questions grounded in a QA 147

style, QG based on visual input (Mostafazadeh 148

et al., 2016; Shin et al., 2018; Shukla et al., 2019), 149

and QG for deep questions such as mathemat- 150

ical, curiosity-driven, clinical, and examination- 151

type questions (Liyanage and Ranathunga, 2019; 152

Scialom and Staiano, 2020; Yue et al., 2020; Jia 153

et al., 2021). 154

3 Data 155

Despite the recent efforts for building reading 156

comprehension QA datasets, to the best of our 157

knowledge, none of the available datasets explored 158

SBRCS. Questions in previous datasets ask only ei- 159

ther inferential or extractive questions from a given 160

passage/story. Rogers et al. (2020), developed ques- 161

tions with general reasoning types based on text 162

from news and blogs. We believe that those texts 163

sources are not rich enough to examine reasoning 164

skills. Advanced reasoning skills (e.g. Figurative 165

Language) are usually used in stories to assess com- 166

prehension skills. In the following, we will show 167

how we built our dataset. Table 5 gives an overview 168

of the dataset. In Appendix A, Table A.1, we pro- 169

vide further dataset statistics. 170

3.1 Dataset Design 171

3.1.1 Stories Collection 172

Our stories (passages) are multi-genre, self- 173

contained narratives. This content variety leads 174

annotators towards asking non-localized questions 175
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that test for more advanced reading comprehen-176

sion skills. The stories are generated using several177

resources: 1) acquired from free public domain178

content (Gutenberg Project2), 2) partnerships with179

a publishing house (Blue Moon Publishers3) and180

an educational curriculum development foundation181

(The Reimagined Classroom4), and 3) authored by182

two professional writers, (the majority of the sto-183

ries are from this last category). To provide good184

lexical coverage and diverse stories, we choose to185

write and collect stories that come from a varied set186

of genres (e.g. science, social studies, fantasy, fairy187

tale, historical fiction, horror, mystery, adventure,188

etc.). In total, we collect 726 multi-domain stories.189

The stories’ lengths range from a single sentence190

to 113 sentences.191

3.1.2 Questions and Comprehension Skills192

Previous comprehension question datasets focused193

on either inferential or extractive (literal) questions.194

Although these questions assess comprehension195

skills, they do not provide fine-grained evaluation196

of the reader comprehension. Thus, to build a more197

comprehensive list of question types, we started198

by reviewing curriculum documents available from199

Columbia University Teacher’s College Readers5200

and Writers Workshop Program6. Then, we com-201

piled a list of SBRCS, which we then expanded202

to include additional skills based on school teach-203

ers’ recommendations. Our final list contains the204

following skills:205

1. Basic Story Elements: Can the reader iden-206

tify the story’s main characters and setting?207

2. Character Traits: Can the reader identify208

the traits attributable to certain characters in209

the story (e.g. character feelings, physical210

attributes)?211

3. Close Reading: Can the reader extract the text212

span in a story where the author best describes213

or explains a key point?214

4. Figurative Language: Is the reader able to215

recognize the implied meaning of a sentence?216

2https://www.gutenberg.org/
3https://bluemoonpublishers.com/
4https://www.reimaginedclassroom.com/
5https://www.tc.columbia.edu/curriculum-and-

teaching/literacy-specialist/the-reading–writing-project/
6https://readingandwritingproject.org/

5. Inferring: Can the reader infer what hap- 217

pened in between scenes if the time in- 218

between is not explicitly described? 219

6. Predicting: Can the reader find textual clues 220

and use them to guess what would happen 221

next? 222

7. Summarizing: Is the reader able to recognize 223

the main literary elements of the characters, 224

the events, the problem, and the solutions? 225

8. Visualizing: Can the reader visualize scenes 226

in her/his head to fully comprehend the story? 227

9. Vocabulary: Can the reader identify the right 228

meaning of a word within a context when the 229

word has multiple possible definitions? 230

Note that some of these SBRCS are prerequisites 231

for others. For instance, the predicting skill may 232

depend on the reader’s ability to identifying char- 233

acter attributes and to summarize story elements. 234

In Section A.2, we present further details for each 235

skill type. 236

With our list of SBRCS as a guide, we wrote 237

question-answer pairs for each story. Given the 238

difficulty of the task, we needed a large number 239

of trained content writers to build the required 240

questions. Each written question should fall into 241

one of the mentioned skills, and obviously, should 242

meet the educational goal. For that, a total of 25 243

professionals contributed to the writing process 244

(18 teachers, 7 graduate students). We chose not 245

to use crowdworkers (e.g. Amazon Mechanical 246

Turk) to ensure high-quality and educationally- 247

appropriate questions. To verify the quality of the 248

generated content, a second team member reviews 249

each question-answer pair before adding them to 250

the dataset. In addition to annotating questions 251

with a skills label, our content writers annotate 252

each question as either Literal or Inferential ques- 253

tion types. This information is important to mea- 254

sure the comprehension performance of the reader 255

on each question type. Overall, we generate 4K 256

question-answer pairs, with an average of 5.5 pairs 257

per story. 258

3.2 Additional Data 259

In addition to the collected dataset, we use two 260

well-known datasets, SQuAD and CosmosQA. We 261

choose these two datasets because of their large 262

size, and their focus on literal or inferential ques- 263

tions. 264
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# Stories 269 280 448 219 449 152 360 153 403
# Question–answer pairs 390 415 719 292 695 162 560 163 604
# Literal Questions 274 120 606 108 16 11 464 36 168
# Inferential Questions 115 295 113 148 679 151 96 127 436

Table 1: Collected dataset’s statistics. There are 726 stories, which can have questions from multiple skill types
(described in Section 3.1).

SQuAD A reading comprehension dataset, con-265

sists of questions created by crowdworkers on a set266

of Wikipedia articles that cover a large set of top-267

ics (from musical celebrities to abstract concepts),268

where the answer to every question is a span from269

the corresponding reading passage (Rajpurkar et al.,270

2016). This dataset can be considered as an extrac-271

tive QA dataset. It is one of the largest QA datasets272

in the literature. In this work, we use SQuAD 2.0273

version with discarding the questions that has no274

answers. The size of the dataset is 100K para-275

graph/question/answer triplets.276

CosmosQA It is another reading comprehension277

dataset consisting of 35.6K paragraph/question278

pairs that require commonsense-based reading com-279

prehension. It is a collection of people’s everyday280

narratives, and it asks questions about the likely281

causes of events that require reasoning (Huang282

et al., 2019). We discard questions that have no283

answers in this dataset, resulting in 28K para-284

graph/question/answer triplets.285

4 Methodology286

Given the fact that including more data in a read-287

ing comprehension system is important for gen-288

eralization (Chung et al., 2018; Talmor and Be-289

rant, 2019), and given that our created dataset has290

the SBRCS which are missed in previous datasets,291

we propose a two-steps method to generate skill-292

related questions from a given story: HTA followed293

by WTA. HTA teaches the model the typical for-294

mat for comprehension questions using large pre-295

viously released datasets. These previous datasets296

are not annotated with the question types outlined297

in Section 3.1, but the HTA phase allows us to298

take advantage of those datasets. WTA guides the299

model to generate questions to test the specific300

comprehension skills enumerated in Section 3.1.301

Thus, in HTA, we train (fine-tune) a model on large302

QG datasets, and then, we further train the model303

to teach the model what to ask (WTA). For the 304

generation model, we use the pre-trained Text-to- 305

Text Transfer Transformer T5 (Raffel et al., 2020), 306

which closely follows the encoder-decoder archi- 307

tecture of the Transformer model (Vaswani et al., 308

2017). T5 is a SOTA model on multiple tasks, in- 309

cluding QA. 310

4.1 How to Ask (HTA) 311

Previous works showed that incorporating more 312

data when training a reading comprehension model 313

improves performance and generalizability (Chung 314

et al., 2018; Talmor and Berant, 2019). However, 315

we cannot incorporate previously released datasets 316

with our new one, as they do not include compatible 317

question skills information. However, they do con- 318

tain many well-formed and topical questions. Thus, 319

we train a T5 model on SQuAD and CosmosQA 320

datasets to teach the model how to ask questions. 321

Previous neural question generation models take 322

the passage as input, along with the answer. How- 323

ever, encoders can pass all of the information in 324

the input to the decoder, occasionally causing the 325

generated question to contain the target answer. 326

Since the majority of the questions in our created 327

dataset are inferential questions, the answers are 328

not explicitly given in the passages (unlike extrac- 329

tive datasets). Thus, we feed the stories to the en- 330

coder, but withhold the answers. Unlike previous 331

systems, we then train the model to generate the 332

questions and answers. We propose this setting to 333

generate fewer extractive questions. During our ex- 334

periments, we evaluated the effect of excluding the 335

answers, and we found them useful to the system. 336

In Figure 1 we show the input-output 337

format of the model. The encoder in- 338

put is structured as <STORY_TEXT> </s>, 339

where </s> is the end-of-sentence token. 340

The decoder generates multiple question- 341

answer pairs as <QUESTION_TOKENS>1 <as> 342

<ANSWER_TOKENS>1 <sp> ... <QUESTION_TOKENS>n 343
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Figure 1: Input and output format of the How to Ask
(HTA) model.

<as> <ANSWER_TOKENS>n </s>, where <as> sepa-344

rates a question from its answer, and <sp> separates345

a question-answer pair from another. The model346

can generate more than one question-answer pair.347

We prepare the data to include all of a passage’s348

question-answer pairs in the decoder. Some349

passages include single question-answer pair, and350

some passages have up to fifteen pairs.351

4.2 What to Ask (WTA)352

QG models take a passage/story as input and gen-353

erate a question. The type of generated question is354

not controlled and is left for the system to decide it.355

Thus, the generated question is usually undesired356

question. Thus, in order to control the style of the357

generated question, the system needs an indication358

about the skill that the system is expected to gener-359

ate a question for. Liu et al. (2020) proposed a way360

to control the style of the generated questions (e.g.361

what, how, etc.). The authors built a rule-based362

information extractor to sample meaningful inputs363

from a given text, and then learn a joint distribution364

of <answer, clue, question style> before asking365

the GPT2 model (Radford et al., 2019) to generate366

questions. However, this distribution can only be367

learned using an extractive dataset (e.g. SQuAD);368

the model cannot learn to generate inferential ques-369

tions.370

To control the skill of the generated question, we371

use a specific prompt per skill, by defining a special372

token <SKILL_NAME> corresponding to the desired373

target skill. This helps us to control what to ex-374

tract from the pretrained model. Thus, the encoder375

takes as input <SKILL_NAME> and <STORY_TEXT>,376

where <SKILL_NAME> indicates to the model for377

which skill the question should be generated (see378

Figure 2). The data format in the decoder is similar379

to the one in the HTA step, but here the model gen-380

Figure 2: Input format of the What to Ask (WTA)
model. The output format is the same as in HTA model
(see Figure 1).

erates a single question-answer pair. As a result, 381

the encoding of the <STORY_TEXT> will be based 382

on the given <SKILL_NAME>. In this way, the model 383

encodes the same story in a different representation 384

when a different <SKILL_NAME> is given. A similar 385

technique was used in the literature to include per- 386

sona profiles in dialogue agents to produce more 387

coherent and meaningful conversations (Scialom 388

et al., 2020). 389

5 Experiments 390

5.1 Decoding Method 391

Decoding strategies are crucial and directly impact 392

output quality. In general, Beam Search (Reddy, 393

1977) is the most common algorithm, in addition to 394

some other sampling techniques such as Nucleus 395

sampling (Top-p) (Holtzman et al., 2019). In Beam 396

Search, the output of a model is found by maxi- 397

mizing the model probability. On the other hand, 398

Nucleus sampling selects the smallest possible set 399

of tokens whose cumulative probability exceeds 400

the probability p. Experimentally, we found that 401

using the top-p (p=0.9) algorithm yields the best 402

results in terms of the used scoring metrics, thus 403

we use it in all of our experiments. 404

5.2 Evaluation Metrics 405

QG often uses standard evaluation metrics from 406

text summarization and machine translation 407

(BLEU (Papineni et al., 2002), ROUGE, METEOR, 408

etc.). However, such metrics do not provide an 409

accurate evaluation for QG task (Novikova et al., 410

2017), especially when the input passage is long 411

(and many acceptable questions that differ from the 412

gold question can be generated). Thus, to alleviate 413

shortcomings associated with n-gram based similar- 414

ity metrics, we use BLEURT (Sellam et al., 2020), 415

which is state-of-the-art evaluation metric in WMT 416

Metrics shared task7. BLEURT is a BERT-based 417

7BLEURT trained on WMT data, so the output of the
metric is in between -2 to 1, from worst to the best. The
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model that uses multi-task learning to evaluate a418

generated text by giving it a value in between -2 to419

1. In our experiments, we consider BLEURT as the420

main metric for the evaluation. We also report stan-421

dard MT metric BLEU (1-4 ngrams), and perform422

an additional manual evaluation.423

Manual evaluation is required in our collected424

dataset, because teachers wrote a single question425

per skill for a given story, where the model might426

generate other possible questions for the same skill.427

5.3 Implementation Details428

We fine-tune the T5 model (base) using the Adam429

optimizer with a batch size of 8 and a learning rate430

of 1e− 4. We use a maximum sequence length of431

512 for the encoder, and 128 for the decoder8. We432

tested the T5-large model, but we did not notice433

any improvements considering BLEURT metric.434

We train all models for a maximum of ten epochs435

with an early stopping value of 1 (patience) based436

on the validation loss. We use a single NVIDIA437

TITAN RTX with 24G RAM.438

For HTA, we validate on a combined version439

of the validation sets from both datasets (SQuAD440

and CosmosQA). Regarding the collected dataset441

validation set, we use stratified sampling: we took442

a random 10% of stories from each skill since the443

dataset is unbalanced. We apply the same strategy444

with the test set but with a value of 20%.445

5.4 Baselines446

To evaluate the performance of our model, we use447

a set of models that showed state-of-the-art results448

on several datasets. We obtain the results of those449

models by running their published GitHub code450

on our collected dataset. For all of the following451

baselines, we use SQuAD, CosmosQA, and the452

collected dataset for training and we test on the test453

part of the collected dataset:454

• Vanilla Seq2seq (Sutskever et al., 2014): a ba-455

sic encoder-decoder sequence learning system456

for machine translation. This model takes the457

story as input and generates a question.458

• NQG-Seq (Du et al., 2017): another Seq2seq459

that implements an attention layer on top of460

a bidirectional-LSTM encoder. The authors461

use two encoders, one to encode the sentence462

that has the answer, and another to encode the463

authors advised not to scale those values to be in percentage.
8We were restricted to this length due to memory shortage.

whole document. The model then is trained to 464

generate questions. 465

• NQG-Max (Zhao et al., 2018)9: a QG system 466

with a maxout pointer mechanism and gated 467

self-attention LSTM-based encoder to address 468

the challenges of processing long text input. 469

This model takes a passage and an answer as 470

input and generate a question. The answer 471

must be a sub span of the passage. 472

• CGC-QG (Liu et al., 2019a): a Clue Guided 473

Copy network for Question Generation, which 474

is a sequence-to-sequence generative model 475

with a copying mechanism that takes a pas- 476

sage and an answer (as a span in the text) and 477

generate the question. The text representation 478

in the encoder (GRU network) is represented 479

using a variety of features such as GloVe vec- 480

tors, POS information, answer position, clue 481

word, etc. 482

• AnswerQuest (Roemmele et al., 2021): a 483

pipeline model that uses as a first step a pre- 484

vious model (Yang et al., 2019) to retrieve 485

the relevant sentence that has the answer from 486

a document. And then, the sentence is fed 487

to a transformer-based sequence-to-sequence 488

model that is enhanced with a copy mecha- 489

nism. 490

• One-Step: a baseline that uses T5 model 491

trained with all data in one step instead of hav- 492

ing separate HTA and WTA steps. Because 493

there is only a single step, the skill name is 494

not included in the encoder’s input. 495

• T5-WTA: the WTA model trained using T5 496

model as a seed model. The HTA training 497

step is not used here. We use this baseline 498

to evaluate the effect of training WTA using 499

HTA. 500

For all of the previous baselines that require the 501

answer to be a sub-span in the passage, we use 502

the semantic text similarity method that was pro- 503

posed in (Ghanem et al., 2019) to retrieve the most 504

similar span in the passage. The method extracts 505

several ngrams features from a claim and text spans, 506

and then compute cosine similarity to get the most 507

similar span. In this work, we replace the ngrams 508

features of a text with embeddings extracted from 509

9We used the unofficial implementation in this GitHub
repo: https://github.com/seanie12/neural-question-generation
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RoBERTa model (Liu et al., 2019b). This process510

has been done on the inferential questions as their511

answers are not clearly given in the text.512

6 Results and Analysis513

Table 2 presents the results of the proposed HTA-514

WTA method with the baselines. We can see that out515

of the baselines, T5-WTA performs best in terms of516

BLEURT score (-1.17), followed by QG-Max with517

a value of -1.18. Given its high BLEURT score, it518

is surprising that T5-WTA model has low BLEU-519

4. This implies that the generated questions use520

rich vocabulary, making them different from the521

gold in terms of overlapping ngrams, but seman-522

tically similar leading to higher BLEURT score.523

As shown in the table, HTA-WTA’s BLEURT score524

outperforms all of the previous QG models by a525

noticeable margin, showing that including the skill526

name information plays an important role in gen-527

erating the intended questions. Also, training on528

more QG datasets improves the performance.529

Regarding the generated questions type, in Table530

3 we show the performance of the T5-based models531

per question type (inferential and literal). Though532

One-Step and HTA-WTA models were trained on533

the same amount of data, the results show that HTA-534

WTA model clearly performs better than the One-535

Step model, especially on inferential questions. We536

see a similar scenario when comparing One-Step537

and T5-WTA models, yet, the gap is smaller. In538

general, we can notice that the performance gaps539

for the inferential questions are larger than the lit-540

eral ones. Thus, we can conclude that HTA-WTA541

is generating more correct inferential questions,542

which is challenging. This experiment concludes543

that transformers-based models are capable of ask-544

ing questions beyond the literal meaning of the545

text. This confirms what was shown by Liu et al.546

(2021a) regarding the skills that language models547

can acquire. Additionally, as some training ques-548

tions directly quote text from the given story. The549

T5 model was able to learn how to quote the proper550

segment of the passage when generating questions.551

The One-Step model performs similarly to the552

baselines, although it has been trained using the T5553

model and on all three datasets. This may be due554

to the fact that we did not include the skill name555

in the encoder, which guides the model to generate556

skill related questions. To better understand the557

differences between the outputs of One-Step and558

HTA-WTA models, we used human evaluation. This559

evaluation is to assess the quality of the generated 560

question in terms of 1) Answerability (Ay), 2) Flu- 561

ency (Fy), and 3) Grammaticality (Gy) categories, 562

following Harrison and Walker (2018); Azevedo 563

et al. (2020). We include these three criteria as 564

questions may have high Fluency and Grammati- 565

cality scores, but not be answerable. 566

We select a sample of 110 story-question pairs 567

from the test dataset, for both models. Then, we 568

perform a human evaluation using crowdworkers 569

on Amazon Mechanical Turk. We use a "master" 570

qualification criteria to restrict the participation of 571

workers in our evaluation study to those who have 572

a high historical HIT accuracy, and workers are re- 573

quired to be located in an English speaking country. 574

Workers received $0.41 USD for completing each 575

HIT. Each HIT was answered by three workers. 576

Each worker needs reads the story, and provides 577

ratings (1-5, low to high) for the generated ques- 578

tions, and the three criteria. Table 4 shows the 579

average rating assigned by the workers for the 3 580

criteria. 581

Originally, we hypothesized that adding the skill 582

name to the input would force the model to for- 583

mulate a specific SBRCS question, even if it is not 584

applicable to the current passage. Omitting the skill 585

name may allow the model score high values as it 586

has been left to decide the question. The results 587

show that both models are similar in terms of the 588

given categories, except that HTA-WTA performs 589

slightly better in all of the three categories. How- 590

ever, these results refute our claim and show that 591

adding the skill information makes the model gen- 592

erates slightly better questions in terms of quality. 593

6.1 Impact of Skill Name Token 594

In order to quantify the impact of skill name in 595

the input, we do another human manual evaluation 596

to measure how accurate both models are when it 597

comes to the generated question skill. Thus, we 598

ask two professional persons who were involved 599

in the annotation process to assign skill names to 600

the generated questions of both One-Step and HTA- 601

WTA models. We use the same question sample 602

that was used in the previous human evaluation 603

experiment. Few annotation conflicts were found 604

and were solved after a discussion. We evaluate 605

the results using accuracy (see Table 4). The result 606

for One-Step model is 0.16, and 0.8 for HTA-WTA 607

model. We can clearly see a large gap in accuracy 608

between both models, and this becomes clear with 609
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Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 BLEURT
Vanilla Seq2seq 17.16 7.78 4.28 2.37 −1.42
NQG-Seq 18.85 8.31 4.37 2.49 −1.37
QG-Max 19.27 7.17 4.12 2.77 −1.18
CGC-QG 23.93 12.01 7.82 5.68 −1.29
AnswerQuest 20.44 9.08 4.53 4.71 −1.31
One-Step 15.19 8.05 4.76 2.94 −1.26
T5-WTA 18.53 9.98 6.06 3.92 −1.17
HTA-WTA 22.15 14.29 10.19 7.67 -1.1

Table 2: Models’ performances on the collected dataset. For all scores, higher is better.

Model Inferential Literal
One-Step -1.28 -1.24
T5-WTA -1.15 -1.19
HTA-WTA -1.06 -1.16

Table 3: T5-based models’ performances on each ques-
tion type using BLEURT metric.

Model Ay Fy Gy Skills Accuracy
One-Step 3.82 4.28 4.37 0.16
HTA-WTA 3.89 4.29 4.45 0.8

Table 4: Human evaluation ratings for our 3 criteria, on
a scale 1-5.

the skills that have a low number of instances in the610

dataset (e.g. Figurative Language, Precision, etc.).611

Table 6 in Appendix A.3 presents the F1 scores per612

skill name. We also notice that HTA-WTA model613

performed perfectly on the given sample of Predict-614

ing and Figurative Language (F1 is 1.0 for each615

skill). This is an interesting result given that the616

type of the questions for both skills is inferential,617

which is harder to generate compared to the extrac-618

tive questions.619

6.2 Few-Shot Generation620

The process of manually writing questions to assess621

humans SBRCS is difficult. In some stories, profes-622

sional writers find obstacles in writing questions for623

some skills as those skills require high attention and624

advanced reasoning skills to be written. We can see625

that in our own dataset, as some skills have fewer626

questions (e.g. Predicting, Visualizing, etc.). Thus,627

in this experiment, we evaluate the performance of628

HTA-WTA model when we inject a low percentage629

of the skills’ instances into the training set. This630

experiment will simulate the case when training631

a model on a dataset that contains few skills’ in-632

stances. We use the stratified sampling technique633

when sampling fewer instances from the collected634

dataset. Figure 3 shows that injecting only 10%635

of the data led to a boost in performance of 0.22636

(BLEURT). The result at 10% (-1.17) exceeds the637

Figure 3: Few-shot performance in BLEURT of the
HTA-WTA model over a percentage of added few-shot
samples. 1 means single instance per skill (9 instances).

results of most of the baselines and is similar to T5- 638

WTA and QG-MAX models when trained on all the 639

datasets (see Table 2). In Table A.4 in the appendix, 640

we present the results considering other models and 641

metrics. In most cases, the performance gradually 642

improves as data grows. We notice a small drop 643

when we move from 10% to 30%. This behaviour 644

was previously reported by Stappen et al. (2020). 645

Further research is needed to investigate the causes 646

of this behaviour. 647

7 Conclusion and Future Work 648

In this paper, we presented a new reading com- 649

prehension dataset to assess reading skills using 650

stories. Unlike previous datasets that focused on ei- 651

ther inferential or extractive questions, our dataset 652

has nine different SBRCS, each contains inferential 653

and extractive questions. In addition to that, we 654

proposed HTA-WTA model which uses two-steps 655

fine-tuning processes to take advantage of previ- 656

ous datasets which have different question formats, 657

and to learn how to ask skill-related questions. We 658

evaluated the model on the collected dataset and 659

compared it to several strong baselines. Our exten- 660

sive experiments showed the effectiveness of the 661

model. Additionally, HTA-WTA is able to gener- 662

ate high quality questions when only 10% of the 663

dataset is used (∼240 instances). In future work, 664

we plan to extend our dataset with additional skills, 665

and to investigate how our model can be integrated 666

into online educational platforms. 667

8



References668

Pedro Azevedo, Bernardo Leite, Henrique Lopes Car-669
doso, Daniel Castro Silva, and Luís Paulo Reis. 2020.670
Exploring NLP and Information Extraction to Jointly671
Address Question Generation and Answering. In672
IFIP International Conference on Artificial Intelli-673
gence Applications and Innovations, pages 396–407.674
Springer.675

Hangbo Bao, Li Dong, Furu Wei, Wenhui Wang, Nan676
Yang, Xiaodong Liu, Yu Wang, Jianfeng Gao, Song-677
hao Piao, Ming Zhou, et al. 2020. Unilmv2: Pseudo-678
Masked Language Models for Unified Language679
Model Pre-training. In International Conference on680
Machine Learning, pages 642–652. PMLR.681

Ying-Hong Chan and Yao-Chung Fan. 2019. A Recur-682
rent BERT-based Model for Question Generation. In683
Proceedings of the 2nd Workshop on Machine Read-684
ing for Question Answering, pages 154–162.685

Xu Chen and Jungang Xu. 2021. An Answer Driven686
Model For Paragraph-level Question Generation. In687
2021 International Joint Conference on Neural Net-688
works (IJCNN), pages 1–7. IEEE.689

Bee Leng Chua, Oon-Seng Tan, and Paulina Sock Wah690
Chng. 2017. Mediated Learning Experience: Ques-691
tions to Enhance Cognitive Development of Young692
Children. Journal of Cognitive Education and Psy-693
chology, 16(2):178–192.694

Yu-An Chung, Hung-Yi Lee, and James Glass. 2018.695
Supervised and Unsupervised Transfer Learning for696
Question Answering. In Proceedings of the 2018697
Conference of the North American Chapter of the698
Association for Computational Linguistics: Human699
Language Technologies, Volume 1 (Long Papers),700
pages 1585–1594.701

Cesare Cornoldi and Jane V Oakhill. 2013. Reading702
Comprehension Difficulties: Processes and Interven-703
tion. Routledge.704

Kaustubh Dhole and Christopher D Manning. 2020.705
Syn-QG: Syntactic and Shallow Semantic Rules for706
Question Generation. In Proceedings of the 58th An-707
nual Meeting of the Association for Computational708
Linguistics, pages 752–765.709

Li Dong, Nan Yang, Wenhui Wang, Furu Wei, Xiaodong710
Liu, Yu Wang, Jianfeng Gao, Ming Zhou, and Hsiao-711
Wuen Hon. 2019. Unified Language Model Pre-712
training for Natural Language Understanding and713
Generation. Advances in Neural Information Pro-714
cessing Systems, 32:13063–13075.715

Xinya Du and Claire Cardie. 2017. Identifying Where716
to Focus in Reading Comprehension for Neural Ques-717
tion Generation. In Proceedings of the 2017 Confer-718
ence on Empirical Methods in Natural Language719
Processing, pages 2067–2073.720

Xinya Du, Junru Shao, and Claire Cardie. 2017. Learn-721
ing to Ask: Neural Question Generation for Reading722

Comprehension. In Association for Computational 723
Linguistics. 724

Nan Duan, Duyu Tang, Peng Chen, and Ming Zhou. 725
2017. Question Generation for Question Answering. 726
In Proceedings of the 2017 Conference on Empirical 727
Methods in Natural Language Processing, pages 866– 728
874. 729

Bilal Ghanem, Goran Glavaš, Anastasia Giachanou, Si- 730
mone Paolo Ponzetto, Paolo Rosso, and Francisco 731
Rangel. 2019. UPV-UMA at CheckThat! Lab: Ver- 732
ifying Arabic Claims using a Cross Lingual Ap- 733
proach. In CEUR Workshop Proceedings, volume 734
2380, pages 1–10. 735

Jing Gu, Mostafa Mirshekari, Zhou Yu, and Aaron Sisto. 736
2021. ChainCQG: Flow-Aware Conversational Ques- 737
tion Generation. In Proceedings of the 16th Con- 738
ference of the European Chapter of the Association 739
for Computational Linguistics: Main Volume, pages 740
2061–2070. 741

Sonia Gupta and Manveen Kaur Jawanda. 2020. The 742
Impacts of COVID-19 on Children. Acta Paediatr, 743
109(11):2181–2183. 744

Michael Alexander Kirkwood Halliday. 1973. Explo- 745
rations in the Functions of Language. Canadian 746
Journal of Linguistics. 747

Vrindavan Harrison and Marilyn Walker. 2018. Neu- 748
ral Generation of Diverse Questions using Answer 749
Focus, Contextual and Linguistic Features. In Pro- 750
ceedings of the 11th International Conference on 751
Natural Language Generation, pages 296–306. 752

Ari Holtzman, Jan Buys, Li Du, Maxwell Forbes, and 753
Yejin Choi. 2019. The Curious Case of Neural Text 754
Degeneration. In International Conference on Learn- 755
ing Representations. 756

Lifu Huang, Ronan Le Bras, Chandra Bhagavatula, and 757
Yejin Choi. 2019. Cosmos QA: Machine Reading 758
Comprehension with Contextual Commonsense Rea- 759
soning. In Proceedings of the 2019 Conference on 760
Empirical Methods in Natural Language Processing 761
and the 9th International Joint Conference on Natu- 762
ral Language Processing, pages 2391–2401. 763

Xin Jia, Wenjie Zhou, Xu Sun, and Yunfang Wu. 2021. 764
EQG-RACE: Examination-Type Question Genera- 765
tion. In Proceedings of the AAAI Conference on 766
Artificial Intelligence, 14, pages 13143–13151. 767

Junmo Kang, Haritz Puerto San Roman, and Sung- 768
Hyon Myaeng. 2019. Let Me Know What to Ask: 769
Interrogative-Word-Aware Question Generation. In 770
Proceedings of the 2nd Workshop on Machine Read- 771
ing for Question Answering, pages 163–171. 772

Payal Khullar, Konigari Rachna, Mukul Hase, and Man- 773
ish Shrivastava. 2018. Automatic Question Genera- 774
tion using Relative Pronouns and Adverbs. In Pro- 775
ceedings of ACL 2018, Student Research Workshop, 776
pages 153–158. 777

9



Jingjing Li, Yifan Gao, Lidong Bing, Irwin King, and778
Michael R Lyu. 2019. Improving Question Genera-779
tion With to the Point Context. In Proceedings of the780
2019 Conference on Empirical Methods in Natural781
Language Processing and the 9th International Joint782
Conference on Natural Language Processing, pages783
3216–3226.784

Bang Liu, Haojie Wei, Di Niu, Haolan Chen, and785
Yancheng He. 2020. Asking Questions the Human786
Way: Scalable Question-Answer Generation from787
Text Corpus. In Proceedings of The Web Conference788
2020, pages 2032–2043.789

Bang Liu, Mingjun Zhao, Di Niu, Kunfeng Lai,790
Yancheng He, Haojie Wei, and Yu Xu. 2019a. Learn-791
ing to Generate Questions by Learning What not to792
Generate. In The World Wide Web Conference, pages793
1106–1118.794

Leo Z Liu, Yizhong Wang, Jungo Kasai, Hannaneh Ha-795
jishirzi, and Noah A Smith. 2021a. Probing Across796
Time: What Does RoBERTa Know and When? arXiv797
preprint arXiv:2104.07885.798

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-799
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,800
Luke Zettlemoyer, and Veselin Stoyanov. 2019b.801
RoBERTa: A Robustly Optimized BERT Pretrain-802
ing Approach. CoRR, abs/1907.11692.803

Zhongkun Liu, Pengjie Ren, Zhumin Chen, Zhaochun804
Ren, Maarten de Rijke, and Ming Zhou. 2021b.805
Learning to Ask Conversational Questions by Op-806
timizing Levenshtein Distance. In Proceedings of the807
59th Annual Meeting of the Association for Compu-808
tational Linguistics and the 11th International Joint809
Conference on Natural Language Processing (Vol-810
ume 1: Long Papers), pages 5638–5650.811

Vijini Liyanage and Surangika Ranathunga. 2019. A812
Multi-Language Platform for Generating Algebraic813
Mathematical Word Problems. In 2019 14th Confer-814
ence on Industrial and Information Systems (ICIIS),815
pages 332–337. IEEE.816

Xiyao Ma, Qile Zhu, Yanlin Zhou, and Xiaolin Li. 2020.817
Improving Question Generation with Sentence-Level818
Semantic Matching and Answer Position Inferring.819
In Proceedings of the AAAI Conference on Artificial820
Intelligence, 05, pages 8464–8471.821

Jana M Mason. 2017. Reading Stories to Preliterate822
Children: A Proposed Connection to Reading. Rout-823
ledge.824

Nasrin Mostafazadeh, Ishan Misra, Jacob Devlin, Mar-825
garet Mitchell, Xiaodong He, and Lucy Vanderwende.826
2016. Generating Natural Questions About an Image.827
In Proceedings of the 54th Annual Meeting of the828
Association for Computational Linguistics (Volume829
1: Long Papers), pages 1802–1813.830

Shashi Narayan, Gonçalo Simoes, Ji Ma, Hannah831
Craighead, and Ryan Mcdonald. 2020. QURIOUS:832
Question Generation Pretraining for Text Generation.833
arXiv preprint arXiv:2004.11026.834
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iano, and Marco Guerini. 2020. Toward Stance-based891
Personas for Opinionated Dialogues. In Proceedings892
of the 2020 Conference on Empirical Methods in893
Natural Language Processing: Findings, pages 2625–894
2635.895

Thibault Sellam, Dipanjan Das, and Ankur Parikh. 2020.896
BLEURT: Learning Robust Metrics for Text Genera-897
tion. In Proceedings of the 58th Annual Meeting of898
the Association for Computational Linguistics, pages899
7881–7892.900

Sally Shaywitz. 2005. Overcoming Dyslexia: A New901
and Complete Science-Based Program for Reading902
Problems at Any Level. Education Review.903

Lei Shen, Fandong Meng, Jinchao Zhang, Yang Feng,904
and Jie Zhou. 2021. GTM: A Generative Triple-905
wise Model for Conversational Question Generation.906
In Proceedings of the 59th Annual Meeting of the907
Association for Computational Linguistics and the908
11th International Joint Conference on Natural Lan-909
guage Processing (Volume 1: Long Papers), pages910
3495–3506, Online. Association for Computational911
Linguistics.912

Andrew Shin, Yoshitaka Ushiku, and Tatsuya Harada.913
2018. Customized Image Narrative Generation via914
Interactive Visual Question Generation and Answer-915
ing. In Proceedings of the IEEE Conference on Com-916
puter Vision and Pattern Recognition, pages 8925–917
8933.918

Pushkar Shukla, Carlos Elmadjian, Richika Sharan,919
Vivek Kulkarni, Matthew Turk, and William Yang920
Wang. 2019. What Should I Ask? Using Conversa-921
tionally Informative Rewards for Goal-oriented Vi-922
sual Dialog. In Proceedings of the 57th Annual Meet-923
ing of the Association for Computational Linguistics,924
pages 6442–6451.925

Lukas Stappen, Fabian Brunn, and Björn Schuller. 2020.926
Cross-Lingual Zero-and Few-Shot Hate Speech De-927
tection Utilising Frozen Transformer Language Mod-928
els and AXEL. arXiv preprint arXiv:2004.13850.929

Xingwu Sun, Jing Liu, Yajuan Lyu, Wei He, Yanjun Ma,930
and Shi Wang. 2018. Answer-Focused and Position-931
Aware Neural Question Generation. In Proceedings932
of the 2018 Conference on Empirical Methods in933
Natural Language Processing, pages 3930–3939.934

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. 2014.935
Sequence to Sequence Learning with Neural Net-936
works. In Advances in neural information processing937
systems, pages 3104–3112.938

Alon Talmor and Jonathan Berant. 2019. MultiQA: An939
empirical investigation of generalization and trans-940
fer in reading comprehension. In Proceedings of the941
57th Annual Meeting of the Association for Computa-942
tional Linguistics, pages 4911–4921, Florence, Italy.943
Association for Computational Linguistics.944

Stalin Varanasi, Saadullah Amin, and Günter Neumann. 945
2020. CopyBERT: A Unified Approach to Question 946
Generation with Self-Attention. In Proceedings of 947
the 2nd Workshop on Natural Language Processing 948
for Conversational AI, pages 25–31. 949

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob 950
Uszkoreit, Llion Jones, Aidan N Gomez, Ł ukasz 951
Kaiser, and Illia Polosukhin. 2017. Attention is all 952
you need. In Advances in Neural Information Pro- 953
cessing Systems, volume 30. Curran Associates, Inc. 954

Liuyin Wang, Zihan Xu, Zibo Lin, Haitao Zheng, and 955
Ying Shen. 2020. Answer-driven Deep Question 956
Generation based on Reinforcement Learning. In 957
Proceedings of the 28th International Conference on 958
Computational Linguistics, pages 5159–5170. 959

Wei Yang, Yuqing Xie, Aileen Lin, Xingyu Li, Luchen 960
Tan, Kun Xiong, Ming Li, and Jimmy Lin. 2019. 961
End-to-End Open-Domain Question Answering with 962
BERTserini. In Proceedings of the 2019 Confer- 963
ence of the North American Chapter of the Associa- 964
tion for Computational Linguistics (Demonstrations), 965
pages 72–77, Minneapolis, Minnesota. Association 966
for Computational Linguistics. 967

Xingdi Yuan, Tong Wang, Caglar Gulcehre, Alessandro 968
Sordoni, Philip Bachman, Saizheng Zhang, Sandeep 969
Subramanian, and Adam Trischler. 2017. Machine 970
Comprehension by Text-to-Text Neural Question 971
Generation. In Proceedings of the 2nd Workshop 972
on Representation Learning for NLP, pages 15–25. 973

Xiang Yue, Xinliang Frederick Zhang, Ziyu Yao, Si- 974
mon Lin, and Huan Sun. 2020. CliniQG4QA: Gen- 975
erating Diverse Questions for Domain Adaptation 976
of Clinical Question Answering. arXiv preprint 977
arXiv:2010.16021. 978

Yao Zhao, Xiaochuan Ni, Yuanyuan Ding, and Qifa Ke. 979
2018. Paragraph-Level Neural Question Generation 980
with Maxout Pointer and Gated Self-Attention Net- 981
works. In Proceedings of the 2018 Conference on 982
Empirical Methods in Natural Language Processing, 983
pages 3901–3910. 984

Qingyu Zhou, Nan Yang, Furu Wei, Chuanqi Tan, 985
Hangbo Bao, and Ming Zhou. 2017. Neural Ques- 986
tion Generation from Text: A Preliminary Study. 987
In National CCF Conference on Natural Language 988
Processing and Chinese Computing, pages 662–671. 989
Springer. 990

Wenjie Zhou, Minghua Zhang, and Yunfang Wu. 2019. 991
Question-Type Driven Question Generation. In Pro- 992
ceedings of the 2019 Conference on Empirical Meth- 993
ods in Natural Language Processing and the 9th In- 994
ternational Joint Conference on Natural Language 995
Processing, pages 6032–6037. 996

11

https://doi.org/10.18653/v1/2021.acl-long.271
https://doi.org/10.18653/v1/2021.acl-long.271
https://doi.org/10.18653/v1/2021.acl-long.271
https://doi.org/10.18653/v1/P19-1485
https://doi.org/10.18653/v1/P19-1485
https://doi.org/10.18653/v1/P19-1485
https://doi.org/10.18653/v1/P19-1485
https://doi.org/10.18653/v1/P19-1485
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://doi.org/10.18653/v1/N19-4013
https://doi.org/10.18653/v1/N19-4013
https://doi.org/10.18653/v1/N19-4013


B
as

ic
St

o.
.

C
ha

ra
ct

er
Tr

..

C
lo

se
R

ea
..

Fi
gu

ra
tiv

e
La

..

In
fe

rr
in

g

Pr
ed

ic
tin

g

Su
m

m
ar

iz
in

g

Vi
su

al
iz

in
g

Vo
ca

bu
la

ry

# Stories 269 280 448 219 449 152 360 153 403
# Question–answer pairs 390 415 719 292 695 162 560 163 604
Avg. #tok. in stories 168.98 189.62 133.44 137.86 133.63 145.09 192.8 118.61 143.21
Max. #tok. in stories 1159 1159 1159 935 1159 1132 1132 935 1040
Avg. #tok. in questions 9.14 11.82 11.12 16.38 13.21 12.92 9.88 12.98 15.96
Max. #tok. in questions 24 58 55 70 52 76 43 39 49
Avg. #tok. in answers 4.17 3.81 4.49 4.7 6.16 6.48 5.91 5.10 3.46
Max. #tok. in answers 29 34 73 30 29 21 46 40 22
# Literal Questions 274 120 606 108 16 11 464 36 168
# Inferential Questions 115 295 113 148 679 151 96 127 436

Table 5: Collected dataset’s statistics. There are 726 stories, which can have questions from multiple skill types.

A Appendix997

A.1 Full Dataset Details998

A.2 Further Details on Skills999

1. Basic Story Elements: Determining what are1000

the main story elements is one of the com-1001

prehension skills to assess the reader under-1002

standing. Using this skill, we can understand1003

whether the reader is able to identify the main1004

characters and environment settings of the sto-1005

ries.1006

2. Character Traits: Identifying permanent1007

traits that can be assigned to characters or1008

describe character development. For instance,1009

knowing what most likely X character felt dur-1010

ing the story, recognizing facts about X, iden-1011

tifying main adjectives that X has, etc.1012

3. Close Reading: Identifying the place in a1013

story where the author best describes or ex-1014

plains a key point. Also, it includes questions1015

to identify the purpose of a quote or a sentence.1016

This skill requires advanced reading compre-1017

hension ability from the reader since its an-1018

swers cannot be extracted directly from the1019

story text, where inferential skills are needed.1020

4. Figurative Language: Figurative language is1021

common in stories as it makes ideas and con-1022

cepts easier to visualize by the reader. Also, it1023

is an effective way of conveying an idea that1024

is not easily understood. With this skill, we1025

examine the reader ability of recognizing the1026

implicated meaning of a sentence or a type of1027

figurative language.1028

5. Inferring: Writers sometimes jump into the1029

action or skip forward in their stories. Good1030

readers must infer what happened in between 1031

scenes if the time in-between is not explicitly 1032

detailed. In addition, readers must infer their 1033

characters’ emotions if their characters do not 1034

share those aloud. 1035

6. Predicting: Predicting involves guessing 1036

what will happen next. It is different from 1037

inferring; inferring is guessing what is hap- 1038

pening now or what happened before. Good 1039

readers do not let books passively happen to 1040

them, they work to "solve" the story before 1041

it reaches its end by finding clues and using 1042

them to guess what will happen next or to 1043

guess how the conflict will be resolved. 1044

7. Summarizing: Consolidating a text into a 1045

precise synopsis of only the most key infor- 1046

mation. Summarizing skill contains the main 1047

literary elements of the characters, the prob- 1048

lem, and the solutions. Key events from the 1049

beginning, middle, and end are included in a 1050

summary. 1051

8. Visualizing: This skill requires readers to vi- 1052

sualize scenes in their heads to fully compre- 1053

hend the story. It can assess readers ability of 1054

imagining specific events or elements in the 1055

stories. An example of visualizing questions 1056

is: What do you imagine when reading this 1057

sentence "quote"? 1058

9. Vocabulary: Identifying the meaning of unfa- 1059

miliar words in the text is a key skill for read- 1060

ers to fully comprehend the story. In this skill, 1061

the reader should identify the right meaning 1062

of a word within a context when the word has 1063

multiple possible definitions. Additionally, 1064
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the reader should be able to identify vocabu-1065

lary based questions related to identifying syn-1066

onyms, antonyms, homophones, compound1067

words, and word types (e.g. noun, verb, etc.).1068

A.3 Manual Evaluation Results of Questions’1069

Skills1070

In Table 6, we show the fined-grained results per1071

skill name after the manual labeling experiment for1072

the generated questions from both One-Step and1073

HTA-WTA models.1074

A.4 Few-Shot Question Generation Results1075

In Table 7, we show the few-shot experiment’s1076

results considering both scoring metrics (BLEU,1077

and BLUERT). We do not experiment with One-1078

Step model as we need to sample SQuAD and Cos-1079

mosQA datasets when we sample the collected1080

data; it is hard to set up a fair comparison here as,1081

for instance, sampling 10% of SQuAD dataset is1082

larger than the whole collected dataset.1083

A.5 Samples of the Generated Questions1084

In this section, we list some random examples from1085

HTA-WTA model for inferential questions:1086

• Story: “The Line 1 Toronto train was a sub-1087

way like many others you’ve seen. He rock-1088

eted down Yonge Street, around the Union1089

loop, and rattled off towards Vaughn. At1090

Vaughn he’d let out a loud, hissing sigh and1091

a clanking sort of grunt, then reverse and do1092

the whole thing backwards all over again. He1093

liked his transit union job well enough, but1094

he couldn’t help thinking about the lights at1095

the end of his tunnels. No matter how long1096

he’d been running, or how much he wished1097

for anything else, that little hopeful point of1098

light always turned out to be just one more1099

dirty subway platform.”1100

Generated Figurative Language question:1101

“Reread this sentence: "He rocketed down1102

Yonge Street, around the Union loop, and rat-1103

tled off towards Vaughn." Which figurative1104

language technique is being used here?”1105

Generated answer: “Alliteration”.1106

• Story: “"The map says left", said Bri. "But my1107

heart says right!" cried Rob. "Is your heart1108

full of hidden treasure?" asked Bri. "Yes."1109

Rob replied. "At least, that’s what my mom1110

says."”1111

Generated Inferring question: “Why do you 1112

think Bri’s heart says "But my heart says 1113

right!"?” 1114

Generated answer: “Because she thinks she 1115

has found something”. 1116

• Story: “Mary looked at it, not really knowing 1117

why the hole was there, and as she looked she 1118

saw something almost buried in the newly- 1119

turned soil. It was something like a ring of 1120

rusty iron or brass and when the robin flew 1121

up into a tree nearby she put out her hand and 1122

picked the ring up. It was more than a ring, 1123

however; it was an old key which looked as if 1124

it had been buried a long time. Mistress Mary 1125

stood up and looked at it with an almost fright- 1126

ened face as it hung from her finger. "Perhaps 1127

it has been buried for ten years," she said in a 1128

whisper. "Perhaps it is the key to the garden!"” 1129

Generated Vocabulary question: “Reread this 1130

sentence: "Perhaps it has been buried for ten 1131

years" What is the correct definition of the 1132

word "frightened" as it is used here?” 1133

Generated answer: “Scared”. 1134
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#instances 12 8 23 7 14 6 14 10 16
One-Step 0.13 0.00 0.31 0.00 0.19 0.00 0.07 0.00 0.18
HTA-WTA 0.88 0.93 0.68 1.00 0.69 1.00 0.81 0.18 1.00

Table 6: F1 score results per skill name.

Instances Ratio Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 BLEURT
1 T5-WTA 8.61 3.38 1.71 1.04 -1.41
1 HTA-WTA 10.2 4.74 2.85 1.96 -1.39
0.1 T5-WTA 14.8 6.68 3.63 2.22 -1.34
0.1 HTA-WTA 16.55 9.54 6.28 4.37 -1.17
0.3 T5-WTA 16.02 8.3 5.07 3.45 -1.3
0.3 HTA-WTA 16.14 9.7 6.64 4.82 -1.20
0.5 T5-WTA 16.32 8.25 4.77 3.00 -1.24
0.5 HTA-WTA 15.48 9.25 6.34 4.61 -1.21
0.75 T5-WTA 18.9 10.12 6.24 4.19 -1.17
0.75 HTA-WTA 18.69 11.53 7.97 5.74 -1.14
All T5-WTA 18.53 9.99 6.07 3.93 -1.17
All HTA-WTA 22.15 14.3 10.2 7.67 -1.10

Table 7: Few-shot performance of the HTA-WTA and T5-WTA models over a percentage of added few-shot samples.
1 means single instance per skill (9 instances).
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