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Abstract

Most existing Question Answering Datasets
(QuADs) primarily focus on factoid-based
short-context Question Answering (QA) in
high-resource languages. However, the scope
of such datasets for low-resource languages
remains limited, with only a few works cen-
tered on factoid-based short-context QuADs
and none on non-factoid short/long-context
QuADs. Therefore, this work presents mN-
LQuAD, a multilingual QuAD with non-
factoid questions having a long-context. It
utilizes interrogative sub-headings from BBC
news articles as questions and the correspond-
ing paragraphs as silver answers. The dataset
comprises over 370K QA pairs across 42 lan-
guages, encompassing several low-resource
languages, and stands as the largest multilin-
gual QA dataset to date. Based on the manual
annotations of 790 QA-pairs from mNLQuAD
(golden set), we observe that 98% of anno-
tated questions were answered using their cor-
responding silver answer. Our fine-tuned An-
swer Paragraph Selection (APS) model outper-
forms the baselines. The APS model attained
an accuracy of 80% and 72%, as well as a
macro F1 of 72% and 66%, on the mNLQuAD
testset and the golden set, respectively. Fur-
thermore, the APS model effectively general-
izes certain languages within the golden set,
even after being fine-tuned on silver labels.

1 Introduction

A typical Question Answering Dataset (QuAD)
conventionally comprises question-answer pairs
(Baudi§ and Sedivy, 2015; Berant et al., 2013).
However, certain QuADs are characterized by an
additional component called evidence or context
accompanying each question. This contextual in-
formation is expected to provide sufficient de-
tails to address the corresponding question, lead-
ing to these QuADs being referred to as Reading-
Comprehension (RC) datasets as well. The major-
ity of RC datasets focus on factoid answers, typ-

ically short phrases or named entities (Soleimani
etal., 2021). For example, consider a factoid ques-
tion, Who was the first Prime Minister of India?,
with the corresponding factoid answer, Jawahar-
lal Nehru.

As compared to factoid questions, non-factoid
questions have long descriptive answers consist-
ing of multiple sentences or paragraphs. Extend-
ing the earlier example, a non-factoid question
could be framed as How did Jawaharlal Nehru
become the first Prime Minister of India? Evi-
dence suggests that modern search engines are un-
able to answer non-factoid questions effectively
(Cambazoglu et al., 2021a). Moreover, even hu-
mans find it difficult to answer non-factoid ques-
tions (Bolotova et al., 2022). In order to auto-
matically answer non-factoid questions, large non-
factoid QuADs are needed to fine-tune Question-
Answering (QA) models. The presence of non-
factoid answers implies a long-context for ques-
tions, presenting a challenge for state-of-the-art
Large Language Models (LLMs) that are con-
strained by limitations on the number of input to-
kens (Bowman et al., 2022). It is more challeng-
ing for Multilingual QA models, given that widely
used multilingual encoders like XLM-RoBERTa
(XLM-R) (Conneau et al., 2019) and Multilingual
BERT (mBERT) (Devlin et al., 2019) have an even
lower token limit of 512 tokens.

In this study, we automatically extract Question-
Answer pairs and their corresponding news arti-
cles from the British Broadcasting Corporation
(BBC) website in multiple languages'. Except for
the golden set, the dataset is not manually anno-
tated since it relies on the hypothesis put forth by
Soleimani et al. (2021) that paragraphs succeed-
ing an interrogative subheading contains its an-
swer. Therefore, we refer to this dataset as having
silver labels/answers. Previous studies have indi-
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Figure 1: An illustration depicting the data collection process and fine-tuning of the Answer Paragraph Selec-

tion (APS) model.

(a) Presents a BBC news article accessed via the URL: https://www.bbc.com/news/

uk-scotland-scotland-business-61908804. For illustrative purposes, we have marked interrogative and
non-interrogative subheadings, as well as silver answer paragraphs with green, red, and blue boxes, respectively.
Following automatic translation, multilingual sentence segmentation, and question classification, a data dictionary
is formed in (b). A visualization of fine-tuning data is shown in (c), where Label-0 signifies that the provided para-
graph is not part of the silver answer, and Label-1 indicates otherwise. APS model architecture and the fine-tuning

process are illustrated in (d).

cated that silver labels have proven beneficial for
constructing text classifiers in domains with lim-
ited availability of gold labels, such as legal (Neer-
bek etal., 2020), medical (Nowak et al., 2023), and
news (Cripwell et al., 2023) domains. An evalua-
tion contrasting the silver labels against the gold
labels reveals that 98% of the annotated questions
were effectively answered by their silver answers.
Our main contributions are outlined as follows:

1. We release mNLQuAD?, a multilingual
question-answering dataset partitioned into
train, validation, and test splits. It contains
more than 370K Question-Answer pairs in
42 different languages. To our knowledge, it
is the most extensive QA dataset released to
date. Additionally, we provide the scraping
scripts used in our data collection process,
which can be utilized by future researchers
seeking to augment this dataset.

2. We release multilingual Answer Paragraph
Selection models fine-tuned on mNLQuAD,
leveraging base variants of different pre-
trained encoders.

2 Related Works

WikiQA (Yang et al., 2015) emerged as an early
dataset for automatic QA in English. It extracted
questions from Bing query logs and matched them

2github.com/xxxxx (redacted for anonymity)

with relevant Wikipedia articles. SQuAD (Ra-
jpurkar et al., 2016) is widely regarded as a promi-
nent QA dataset in English. Crowdworkers gen-
erated questions based on English Wikipedia pas-
sages and identified the answer within a short
span of text. The most extensive dataset for
factoid-based span detection is Natural Questions
(Kwiatkowski et al., 2019). It comprises almost
320K questions, each accompanied by a long an-
swer, a short answer, and a complete Wikipedia
article as context. However, the NarrativeQA
(Kocisky et al., 2018) English dataset stands out
for having the longest context paired with a given
question. It utilizes complete books and film
scripts as contexts, with an average length of
around 60k tokens. Our work closely resembles
NLQuAD (Soleimani et al., 2021), but it was de-
signed exclusively for the English language. For
a comprehensive review of English QA datasets,
readers can refer to Cambazoglu et al. (2021b);
Rogers et al. (2023).

The main focus of our work is on multilingual
QuADs (mQuADs). An early endeavor in this do-
main is bAbl (Weston et al., 2016), which con-
tained factoid-based questions and extractive an-
swers in English and Hindi transliterated into Ro-
man script. Gupta et al. (2018) introduced a bilin-
gual Hindi-English QuAD, showing improved QA
performance with question classification. Gupta
et al. (2019) automatically translated a subset of
SQuAD to Hindi, but we observed that a large
majority of its answer indices were inaccurate.
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Source Dataset Name 0 Ave zwordsA Type #Languages | #Samples
Artetxe et al. (2020) XQuAD 12 155 4 Factoid Span Detection 11 13K
Lewis et al. (2020) MLQA 8 117 3 Factoid Span Detection 7 46K
Gupta et al. (2018) “MMQA 9 314 7 Factoid Span Detection 2 2.7K
Gupta et al. (2019) AMQA 10 126 2 Factoid Span Detection 2 36K
Google Research India (2021) Chaii 7 1694 2 Factoid Span Detection 2 1.1IK
Clark et al. (2020) TyDiQA-SelectP 6 2891 80 | Answer Paragraph Selection 11 90K
Clark et al. (2020) TyDiQA-MinSpan | 5 2825 4 Factoid Span Detection 11 78K
Clark et al. (2020) TyDiQA-GoldP 5 76 4 Factoid Span Detection 11 54K
Liu et al. (2019) TXQA 17 5326 2 Factoid Span Detection 9 90K
Weston et al. (2016) *bAbI 5 21 1 Factoid Span Detection 2 330K
Ours mNLQuAD 6 909 191 | Answer Paragraph Selection 42 378K

Table 1: Attributes of different multilingual Question Answering Datasets (mQuADs). For languages like Chinese
and Japanese, which lack whitespaces as word boundaries, we used jieba and MeCab python libraries for tokeniza-
tion, respectively. Conversely, for other languages, we adopted whitespace-based tokenization of Question (Q),
Context (C), and Answer (A). “Question to context mapping was not given in MMQA, so we greedily built a map-
ping. ®MQA is a subset of SQUAD automatically translated into Hindi, but ~92% of its (start, end) indices are
incorrect. YWe concatenate all (ten) contexts of a question to form a single context in XQA. °In the bAbI dataset,

we take the text above a question as its context.

The XQA (Liu et al., 2019) dataset gathered ques-
tions from Wikipedia’s “Did you know?” boxes.
These questions omitted entity names, which were
then employed as factoid answers. The top 10
Wikipedia articles related to the identified entity
served as the context for each question. The
authors also emphasized the constraints of us-
ing translation-based augmentation in QA systems.
XQuAD (Artetxe et al., 2020) was designed to
enhance comprehension of QA systems’ cross-
lingual generalization capabilities. A subset of the
SQuAD dataset was manually translated into ten
languages, creating XQuAD.

MLQA (Lewis et al., 2020) engaged crowd
workers to generate questions from English
Wikipedia articles and provide extractive answers.
Subsequently, parallel sentences were extracted
from the English article, and the English question-
answer pair was manually translated into other lan-
guages. TyDi QA (Clark et al., 2020) represents
a milestone in multilingual QuADs, focusing on
natural questions where question makers are un-
aware of the answers beforehand. Crowdworkers
were encouraged to ask questions out of curiosity,
and top-ranked Wikipedia articles were then used
for answer paragraphs and minimal answer span
labeling. Chaii® offers a QuAD with factoid ques-
tions and long-context in Tamil and Hindi. Table 1
contains the statistics of different mQuADs. While
multilingual datasets like BOLT (Song et al., 2014)

Shttps://www.kaggle.com/c/
chaii-hindi-and-tamil-question-answering

and ResPubliQA (Penas et al., 2010) have associ-
ated publications (Chaturvedi et al., 2014; Molino,
2013), we were unable to locate the datasets on the
open web.

3 Data Curation

We aimed to create a multilingual QA dataset
with long-context and non-factoid questions. To
achieve this, we utilized automated scraping of the
BBC news website, gathering news articles and
corresponding question-answer pairs. This study
used Python requests and BeautifulSoup libraries
to scrape data. For a given language (say Hindi),
we ran a scraper on BBC (Hindi) website and an-
other one on the Wayback machine* (also called
web archive). The seed articles for the BBC web-
site scraper are taken from the latest homepage of
BBC (Hindi), whereas Wayback machine scraper
starts from the earliest snapshot of the BBC (Hindi)
homepage. The scraping approach was designed
to extract news articles based on the presence of
an interrogative subheading within a webpage. In
Figure 1(a), the web interface of a BBC news ar-
ticle is depicted, while Figure 1(b) illustrates the
scraped data in dictionary format. However, non-
interrogative subheadings present within the arti-
cle are deliberately omitted from the context. This
decision is based on the fact that non-interrogative
subheadings typically serve as summaries, convey
topic information, or offer descriptive titles (Jang
and Kim, 2023). While valuable for contextual-

*https://archive.org/
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Number of Languages 42

Number of QA pairs 378K

Number of Articles 197K

Number of Unique Questions 320K
Avg. Article Length (Word) 909
Avg. Paragraph Length (Word) 17
Avg. Answer Length (Word) 191

Avg. Question Length (Word) 6

Avg. Article Length (Sentence) 54

Avg. Paragraph Length (Sentence) 1.5
Avg. Answer Length (Sentence) 11
Avg. Question Length (Sentence) 1.0
Avg. Paragraphs per Article 36
Avg. Paragraphs per Answer 7

Table 2: Overview of mNLQuAD statistics. We tok-
enized words using whitespace-based splitting and em-
ployed the ersatz library (Wicks and Post, 2021) for
multilingual sentence segmentation.

izing the content, these aspects may not directly
address the specific questions posed in the dataset.
Moreover, candidate URLs were sourced from the
current webpage by capturing its anchor tags. An
interrogative subheading is identified by the trail-
ing question mark (or equivalent symbol of that
language) in the subheading text.

We used the multilingual checkpoint of ersatz
(Wicks and Post, 2021) to segment the sentences
in our dataset. We sorted the questions within
mNLQuAD based on their occurrence frequencies
and subsequently translated the most frequent 50
questions from each language into English using
Google Translate. It was noted that numerous
questions were common among articles with no di-
rect relevance. To resolve this, we made a lexicon
(list) of phrases for each language to exclude inter-
rogative subheadings irrelevant to the article. For
example, § araeid &1? (Did you read this?) is a
common interrogative subheading from news arti-
cles in Marathi language. Additional examples are
provided in Table 7 of Appendix A.

3.1 mNLQuAD Statistics

The presented dataset encompasses over 329,000
unique question-answer pairs, establishing itself as
the most extensive mQuAD. Table 2 provides an
overview of diverse statistics related to this dataset.
We observed that over 75% of the articles exceed
the token limit of 512, indicating a high preva-
lence of long-context QA pairs in mNLQuAD. Sec-
tion 5 highlights the limitations of state-of-the-art
multilingual encoders with longer token limit in
handling long-context questions. A detailed illus-
tration of word distribution among articles, para-
graphs, questions, and answers can be found in Fig-

Top 1-gram Top 2-grams
what ... (38%) | whatis ... (12%) | whatis the ... (7%) what do we know ... (0.4%)
how ... (12%) | whois... (3%) | whatare the ... (2%) | what is the situation ... (0.4%)

why ... (8%) | whatdid ... (3%) | what does the ...(1%) | what happened to the ... (0.2%)

who ... (6%) | whatare ... (3%) | what did the .. (1%)

is ... (4%) how did ... (2%) | how did the ... (1%)

Top 3-grams Top 4-grams

what is going on ... (0.2%)
what happened at the ... (0.2%)

Table 3: Most frequent n-grams in translated English
mNLQuAD questions shows that descriptive queries
(what/how) are most common.

Most frequent

Countries (47K) | People (27K) | Organizations (15K) Events (171)
India (7%) Putin (4%) Taliban (5%) Afghan War (8%)
Russia (7%) Trump (4%) Congress (5%) Korean War (6%)
China (6%) Biden (1%) NATO (4%) World War II (6%)
Ukraine (7%) Gandhi (1%) EU (3%) Tokyo Olympics (5%)
USA (7%) Harry (0.6%) | Supreme Court (2%) Olympics (5%)

Table 4: Most frequent entities found in translated
English mNLQuAD questions predominantly originate
from the Asiatic subcontinent. It aligns with the fact
that 19/42 languages in mNLQuAD are from Asia.

ure 3 of Appendix B.

We conducted web crawling on the BBC news
website for all supported languages, resulting in
data collection from 42 languages out of the 43
supported. Unfortunately, Japanese script does
not employ a question mark for interrogative sen-
tences, rendering the hypothesis of Soleimani et al.
(2021) inapplicable to Japanese. This observa-
tion further extends to languages such as Thai,
Burmese, and Chinese, which also lack a ques-
tion mark in their traditional scripts. However, our
analysis of BBC news articles in these languages
revealed the presence of interrogative subheadings
that terminate with a question mark. A detailed
breakdown of language distribution, along with the
corresponding year of the earliest article in mN-
LQuAD, is presented in Table 8 of Appendix C.

To investigate n-gram trends, entity distribution,
and question categories, we translated each ques-
tion within mNLQuAD to English. This transla-
tion was achieved using the nl/lb-200-1.3B model
(Team et al., 2022), which boasts the unique capa-
bility of translating across 200 languages through
a single model. For named entity extraction from
English questions, we utilized the spaCy library.
Key findings regarding the most frequent n-grams
and named entities are presented in Table 3 and
Table 4, respectively. To categorize each English
question into distinct classes, we utilized the non-
factoid question classifier from (Bolotova et al.,
2022), revealing that more than two-thirds of the
questions in the proposed dataset were classified
as non-factoid. The distribution of question cate-



gories in mNLQuAD is depicted in Figure 2.

4 Answer Paragraph Selection

In the context of a provided question and seg-
mented context paragraphs, the Answer Paragraph
Selection (APS) model assigns high confidence
scores to paragraphs belonging to the silver answer.
The APS model takes as input the concatenation
of a question and the *" paragraph (p;) from the
context. The output is a probability value ranging
from O to 1, indicating the likelihood of p; being an
answer to the provided question. The choice of em-
ploying an APS model, as opposed to a sliding win-
dow Reading-Comprehension model (Soleimani
et al., 2021), stems from the APS model’s align-
ment with the Answer Sentence Selection (AS2)
approach, which is deemed to be more relevant
than the RC approach (Garg et al., 2020; Barlac-
chi et al., 2022).

Our APS model is designed by fine-tuning mul-
tilingual pretrained encoders. Figure 1(c,d) shows
an outline of the overall architecture and training
methodology of our APS model. Consider a news
article containing p paragraphs and g questions.
Then each question will yield p training instances,
culminating in a grand total of pq training samples
for that particular news article. Due to this, our
APS training dataset comprises more than 100M
instances from mNLQuAD. Utilizing the informa-
tion in Table 2, it can be affirmed that the number
of tokens in the concatenation of a question with
a paragraph is within the token limit of 512. The
partitioning of data into training, development, and
testing subsets was carried out with proportions of
0.7, 0.2, and 0.1, respectively. Given the inherent
imbalance of the dataset, we adopted a weighted
focal loss during the training process.

The fine-tuning of our model was conducted
across five GPU cards, employing a batch size of
12 on each GPU. We explored various pretrained
encoders, including XLM-Roberta-base (XLM-R)
(Conneau et al., 2019), multilingual cased bert
(mBERT) (Devlin et al., 2019), cased multilin-
gual distilbert (d-mBERT) (Sanh et al., 2019),
multilingual-e5-base (mE5) (Wang et al., 2022),
multilingual LUKE (mLUKE) (Ri et al., 2022),
mT5 (Xue et al., 2021), and XLM-Vocabulary-
base (XLM-V) (Liang et al., 2023), to serve as
the backbone of our APS model. Additionally,
the 560 million parameters variant of the BLOOM
model (bloom) (Workshop et al., 2023) also served

as the text encoder. The fine-tuning layers of the
APS model consisted of three linear layers with a
dropout value of 0.2. Coupled with a linear sched-
uler, learning rates were set at 1e-5 and 3e-3 for the
encoder and fine-tuning layers, respectively. All
the models were fine-tuned for a single epoch, a
process that lasted for 25-33 hours. The PyTorch
framework (Paszke et al., 2019) was utilized to
construct the finetuning APS models, and the trans-
formers library (Wolfet al., 2020) was employed to
integrate pretrained transformers as text encoders.
For establishing baselines, we employed the
sentence-transformers library (sbert) (Reimers and
Gurevych, 2019) to generate vector embeddings
of questions (E,) and paragraphs (£,). In our
study, the sbert baseline utilized the paraphrase-
multilingual-MiniLM-L12-v2  (miniLM) and
paraphrase-multilingual-mpnet-base-v2  (mpnet)
(Reimers and Gurevych, 2020) as multilingual
models. Another approach entailed obtaining F,
and F, via training a TF-IDF vectorizer using the
scikit-learn library (Pedregosa et al., 2011) on the
training set. During preprocessing, punctuation
and stopwords were removed from each language®.
In both baseline approaches, the confidence score
of a candidate paragraph containing the answer
to the question was derived from the cosine
similarity between £, and E),. Across all models,
the threshold value was set to half the potential
range of confidence scores. Specifically, a default
threshold of 0.5 was adopted for the fine-tuned
APS models and the TF-IDF baseline, as their
output score spans 0 to 1. However, a default
threshold of 0.0 was applied to the sbert baseline,
which produces scores ranging from -1 to 1.

4.1 Evaluation

For paragraphs not aligning with the silver answer,
a ground truth label of 0 is assigned, while para-
graphs that belong to the silver answer receive
Label-1. Our emphasis in this study is placed on
the macro F1 and Label-1 metrics, owing to the
pronounced data imbalance where only 23% of
samples fall under Label-1. Additionally, we in-
corporate the Success Rate (SR) metric, which cal-
culates the ratio of accurately answered questions
to the total question count (Mishra et al., 2023;

SWe used https://github.com/6/stopwords-json/
to get stopwords across various languages. For languages
lacking publicly available stopword lexicons, we designated
the 260 most frequent words of a language as its stopwords be-
cause we observed that average number of stopwords across
all languages is ~260.
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APS Model Params. | Acc. | Macro F1 - Label 0 - Label 1 SR
precision | recall | F1 | precision | recall | F1
Ones - 19 16 0 0 0 19 100 | 32 | 1.0
Zeros - 81 45 81 100 | 90 0 0 0 0.0
Random - 50 45 81 50 62 19 50 27 | 1.0
Ours (mLUKE) 585M 19 16 100 0 0 19 100 | 32 | 1.0
sbert (mpnet) 278M 20 17 87 1 2 19 99 32 | 099
sbert (miniLM) 117M 22 20 87 4 7 19 97 32 | 0.99
Ours (bloom) 559M 47 45 90 39 54 24 81 37 | 0.92
TF-IDF - 81 47 81 99 89 36 2 4 | 0.11
Ours (d-mBERT) 134M 66 61 93 63 75 33 79 47 1 0.93
Ours (mBERT) 177M 74 67 93 73 82 40 77 53 | 0.93
Ours (mT5) 27T 76 69 93 76 84 42 74 54 | 091
Ours (mE5) 278M 79 71 92 81 86 46 69 55 | 0.90
Ours (XLM-R) 278M 79 71 93 80 86 46 73 56 | 091
Ours (XLM-V) 778M 80 72 92 83 87 48 68 56 | 0.90

Table 5: Comparative performance of various models on the mNLQuAD Test Set for Answer Paragraph Selection
(APS). Ones, Zeros, and Random denote an APS model that always predicts 1, 0, and random values of 0 or 1,
regardless of the input. The APS model fine-tuned with the XLM-V encoder demonstrates the highest macro F1

and Label-1 F1 scores.

Bhagat et al., 2020).

5 Results

With a substantial number of training examples
(100M), we conducted hyperparameter tuning on
a 1% subset of the dataset. Our observations re-
vealed that adopting a weighted focal loss with
=2 (Lin et al., 2017) yielded superior results com-
pared to other choices. Furthermore, we noted
an enhancement in performance when incorporat-
ing preceding paragraphs along with the provided
paragraph. Therefore, in a given training instance
(T3, label;), each textual element (7;) is composed
of (i) the question text, (ii) preceding paragraphs,
and (iii) the candidate paragraph. We employ only
a portion of the preceding paragraphs, ensuring
that the resulting length of the textual element (77)
remains below 512 tokens for all APS models. De-
spite experimenting with techniques like concate-
nating learnable position embeddings with contex-
tual embeddings of the CLS token and concatenat-
ing the article title with the question, there was
no observed improvement in results on the smaller
mNLQuAD dataset. Table 9 in Appendix D con-
tains the results of ablation studies. We observe
from Table 5 that our APS model with XLM-V as
a pretrained encoder yields the best results in terms
of macro F1 and Label-1 F1. Other models achieve
a better SR but a lower macro F1. During infer-
ence on the testset, excluding questions predicted
as FACTOID minimally affects the performance of
all fine-tuned APS models, as shown in Table 10
of Appendix E.

To evaluate the hypothesis that “paragraphs suc-

ceeding an interrogative subheading contain its
answer” we employed human annotators to answer
questions from a subset of mMNLQuAD, referred to
as the golden set. Each annotator received a ques-
tion along with its corresponding article (context)
and was tasked with identifying paragraphs within
the article that could answer the question. Impor-
tantly, annotators were not provided with silver la-
bels. Detailed annotation procedure is highlighted
in Appendix F. Native speakers of each language
were chosen to serve as annotators. A compensa-
tion of 1 USD for every set of eight questions was
given to each annotator. For languages with multi-
ple annotators, the final gold annotations were de-
rived by taking a union of the selected answers.

The data presented in Table 6 illustrates that sil-
ver labels exhibit a high Success Rate (~ 0.98)
across various languages, indicating that the an-
swer text in mNLQuAD can address 98% of the
questions. The fact that silver labels outper-
form the best APS model highlights the room for
improvement in future APS model performance.
However, a Label 1 F1 score of around 53 suggests
that approximately half of the paragraphs within
the answer text do not provide answers to the re-
spective questions. Moreover, many paragraphs
outside the answer text are capable of addressing
the questions. Notably, predictions generated by
our XLM-V based APS model on Telugu golden
set achieve a superior SR compared to the silver
labels, indicating the model’s ability to generalize
from the silver-labeled training data. In contrast,
the TF-IDF and sbert baselines exhibit lower F1
scores on Label-1. Further details on the perfor-



Silver Labels vs Gold Labels XLM-V vs Gold Labels ChatGPT vs Gold Labels
Lang | #Ann | #Qs | [AA Ace F1 score SR | Ace F1 score SR | Acc F1 score SR
0|1 | M 0|1 | M 0|1 | M

hi 2 100 | 0.26 | 75 | 83 | 49 | 66 1.0 69 |77 151 |64|095| 76 |85 |33 |59]0.13
bn 2 100 | 0.40 | 81 | 87 |60 | 73 | 0.98 72 |79 |56 | 68| 097 | 76 | 86 | 26 | 56 | 0.12
gu 2 100 | 042 | 83 | 90| 55|72 1.0 72 |81 149165095 | 78 |87 |25|56]0.16
te 2 40 [ 058 | 84 |91 50| 70| 0.95 76 | 85|48 | 661|097 | 83 |91 |28 |59 0.11
tm 2 100 | 0.78 | 8 |91 |51 |71 | 098 69 [ 79 3859|094 | 89 |94 |32]|65]|0.16
np 1 100 - 72 | 81 |52 ]66| 097 70 |76 |59 | 68 1094 | 74 |84 |37 |60 0.18
pa 1 100 - 87 |93 52|72 098 79 | 87 45|66 (093 | 8 |91 |34]|62] 025
ur 1 50 - 83 |89 |59 | 74 1.0 70 |79 149 | 64| 097 | 86 | 92|43 | 68 | 0.22
Average 81 |88 53|70 | 0.98 72 | 81 |50 |66|095| 81 |89 |33]|61]0.17

Table 6: Performance of silver labels and best performing APS model (from Table 5) on the golden set. ISO 639-1
codes are used to represent a language. Cohens kappa is used as Inter Annotator Agreement (IAA) score. We do
not compare the performance of our XLM-V based APS model with silver labels of the golden set because Table
5 already highlights the model performance on the entire mNLQuAD testset having silver labels. It is noted that
although the average Label-0 F1 score (0) of ChatGPT on gold labels surpasses that of silver labels, the silver labels
achieve superior Label-1 F1 score (1), Macro F1 (M), and Success Ratio (SR) score on gold labels.

mance of other baselines on the golden set can be
found in Table 11 of Appendix G.

We also investigated the potential utilization of
LLMs as APS models using the following prompt:
Your task is to read the provided article and extract
the paragraphs from the article that can answer
the given question. Each paragraph is separated
by new line (\n) in the article. Output the para-
graphs separated by new lines. The order of the
paragraphs should be same as that of its order in
the article. Do not add anything. Just simply ex-
tract the paragraphs from the article. Language
of the output should be same as that of the article.
For local LLMs, Mistral-7b (Jiang et al., 2023),
Llama-2-7b (Touvron et al., 2023), and BLOOM-
7b (Workshop et al., 2023) were employed. In
the case of proprietary LLM, we utilized the Chat-
GPT API®. These LLMs were also applied for gen-
erating abstractive answers based on a question
and its corresponding article. However, it was ob-
served that eliciting responses from local LLMs de-
mands a substantial amount of GPU memory and
long inference time. Additionally, access to pro-
prietary LLMs, such as ChatGPT, involves a finan-
cial cost’. Therefore, we limited the execution of
LLM baselines to the golden set. Given that the
bloom (Workshop et al., 2023) and mT5 (Xue et al.,
2021) are multilingual encoders with a large token

8gpt-3.5-turbo-1106 model with 16K input token limit

"The anticipated expense for zero-shot prompting using
the gpt-3.5-turbo-1106 model on the complete mNLQuAD
test-set is ~250 USD.

limit on input, we attempted to fine-tune Reading-
Comprehension (RC) models on mNLQuAD.

Our empirical observations indicate that a RTX
A6000 (48 GB) GPU proves inadequate for the
fine-tuning of a RC model based on bloom or mT5
encoders, even with the batch size of one and 4-
bit quantization. Additionally, local LLMs demon-
strated an inability to provide meaningful answers
to the given questions, both as abstractive QA mod-
els and APS models. In contrast, ChatGPT exhib-
ited meaningful outputs in both the settings. Ten
abstractive answers were manually annotated, and
it was observed that all of them satisfactorily an-
swered the given question. However, Table 6 in-
dicates that, as an APS model, ChatGPT’s perfor-
mance did not surpass that of our best APS model.
An example output for abstractive QA from differ-
ent LLMs is shown in Table 12 of Appendix H.

Comparatively lower Inter-Annotator Agree-
ment (IAA) score in Hindi (hi) can be attributed to
the larger number of answer paragraphs per ques-
tion in this language. On average, a Hindi ques-
tion has 8.0 silver paragraphs in the golden set,
whereas a Bengali (bn), Gujarati (gu), Telugu (te),
and Tamil (tm) question has 7.8, 7.1, 5.9, and 5.8
silver paragraphs, respectively.

6 Discussion

We notice that the TF-IDF baseline yields a higher
macro-F1 than the random baseline, indicating that
silver answers frequently contain paragraphs with
considerable word overlap with the given question.



For instance, in the following Hindi question §&T
IR RN? (Why sitting is harmful?), the sil-
ver answer begins with the sentence 3TTRER I
ST hATSE 1 82 AfeIY 58 THEH Y hifA
&Rd &. (Why is sitting so bad after all? Let’s
try to understand it.). Furthermore, we observe
that sbert-based baselines and finetuned-mLUKE
exhibit high recall for Label-1 and low recall for
Label-0, indicating that the chosen threshold clas-
sifies the majority of paragraphs as answer para-
graphs. We evaluated the sensitivity of APS mod-
els on different thresholds. Notably, finetuned-
XLM-V exhibited no discernible improvement for
different thresholds. Consequently, we assessed
the next most promising baseline, finetuned XLM-
R. We observed that the XLM-R based APS model
showcases the best performance at a threshold of
0.6, achieving a macro F1 of 73 and an accuracy
of 84. In Appendix I, Figure 5 demonstrates the
performance trends of three distinct APS models,
namely those based on XLM-R, sbert, and TF-IDF,
respectively.

We conducted a qualitative analysis on nine
questions where the gold answers and silver an-
swers lacked common paragraphs. It was ob-
served that four questions yielded silver answers
that did not effectively address the given question.
For instance, in response to the Telugu question
DR B dor 83BN BaL? (How was
Facebook data misused?), the answer was found
within an image rather than the corresponding para-
graph. Similarly, in the Gujarati question &=
WA Bl FICS Q?  (What should the oth-
ers in the house do?), the silver paragraph pro-
vided an answer to What should you do for oth-
ers in the house? instead. Among the nine ques-
tions, three questions were of short length (~ 3
words), and their broad nature poses a challenge
when attempting to answer them in isolation from
the article without providing the contextual back-
drop. For example, the Tamil question 6TLIGLIMT&)
61601607 BLIB&SGHI? (When and what happened?)
is broad enough that it could yield distinct answers
when posed independently from the article to a
human. A similar scenario applies to the Pun-
jabi question A& ot U3 fami? (What did I find
out?). The final two questions were part of an in-
terview, posing challenges in answering without
comprehensive insight into the underlying subject

of the conversation. For example, dUTSeh! TS
3 (AUTATT UfSSeet! EAdT TTgT) del TR
uf Gaeasfterdrens faeR et f4a1? (Does your

statement mean (while making the latest agree-
ment with Nepal) that China also considered In-
dia’s sensitivity?) emerged from a dialogue cen-
tered around Nepal’s international relations.

7 Conclusion

Question Answering (QA) in English has firmly
established itself as a common task, backed by
many tools and resources for answering factoid-
based questions with a short context. Nonetheless,
long-context and non-factoid QA have witnessed
a significant expansion. Our study highlights the
need for multilingual resources within this domain.
In response, we introduce mNLQuAD, a multilin-
gual QA dataset addressing this gap. Comprised
of non-factoid questions accompanied by long con-
text, mNLQuAD spans across 42 languages, thus
filling a critical gap in this area.

The compilation of the dataset involved scrap-
ing BBC news articles. The questions are identi-
fied through interrogative subheadings, while the
subsequent paragraphs are taken as their corre-
sponding silver answers. Notably, the news arti-
cles in mNLQuAD predominantly revolve around
the Asiatic subcontinent. A comparison with
a manually curated golden set substantiates that
nearly all of the silver answers can be used to an-
swer the asked question. Additionally, our fine-
tuned Answer Paragraph Selection (APS) model,
trained using mNLQuAD, yields a high Success
Rate for both silver (0.91) and golden (0.96) la-
bels. The results demonstrate that training the APS
model with silver labels can effectively generalize
some languages within the golden set.

7.1 Future Work

The Question-Answer pairs of mNLQuAD can
be used for training generative techniques in
question-answering across different low-resource
languages. Our examination reveals that mN-
LQuAD encompasses a substantial proportion of
factoid-based questions. Therefore, a multilingual
answer span extractor can be used to provide sil-
ver labels for the minimal answer spans within
mNLQuAD. The potential requirement for con-
structing an additional golden set for these minimal
spans in mNLQuAD makes it suitable for possible
expansion in the future. Moreover, chatGPT per-
forming well as abstractive QA model also opens
up the direction to use LLMs and other QA models
for abstractive question answering on mNLQuAD.



8 Ethical Considerations

Data scraping was conducted for six months, incor-
porating suitable time delays between each scraped
article to prevent any potential user of the website
from experiencing Denial of Service (DoS). Our
objective is to make mNLQuAD available for non-
commercial research purposes. In the academic
domain, there exist noteworthy instances where
researchers have made available BBC news arti-
cles for analogous research objectives in question-
answering (Soleimani et al., 2021) and news-
summarization (Narayan et al., 2018).

9 Limitations

The study conducted by Latham (2012) illustrated
that BBC exhibits a left-of-center bias in its news
coverage. Therefore, we recognize that mN-
LQuAD will likely inherit a similar political bias.
While the high Success Rate of silver answers indi-
cates their reliability, the relatively lower F1 value
of Label 1 suggests that the silver labels within
mNLQuUAD are not as concise or comprehensive.
Additionally, nearly a third of questions in mN-
LQuAD are classified as FACTOID, implying the
potential presence of short-span answers within the
silver paragraphs. It is imperative to approach the
question categories with caution, primarily due to
two reasons: (a) The classifier exhibits imperfec-
tions. We applied the same classifier to a non-
factoid QuAD in English (Soleimani et al., 2021)
and observed a comparable distribution of question
categories, as depicted in Figure 2. (b) The clas-
sifier processes automatically translated English
questions, introducing the possibility of unnatu-
ral translations that may alter classifier predictions.
For instance, the Hindi question 31T gl forar at
T gT? was auto-translated as What if I didnt?,
and the classifier predicted FACTOID. However,
a more accurate translation of the question would
be What will happen if not done?, for which the
predicted category is EVIDENCE-BASED.

The wide range of Inter-Annotator Agreement
(IAA) scores across different languages points to
the subjectivity involved in annotations for certain
languages. It is worth noting that due to the signifi-
cant monetary costs associated with the data anno-
tation process, we opted for native speakers rather
than experienced annotators, introducing a poten-
tial impact on the reliability of the golden set.

As we have outlined in Section 4, the fine-tuning
of each APS model requires a day or two, which

= mNLQUAD
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NOT-A-QUESTION
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Figure 2: An analysis of the distribution of question
categories in the proposed mNLQuAD and English
NLQuAD (Soleimani et al., 2021) using the predictions
from the question classifier model developed by Bolo-
tova et al. (2022)..

is why this study has not presented model results
across multiple runs. Furthermore, the process of
fine-tuning an APS model on mNLQuAD is con-
strained by the available number of GPUs. In
an additional experimental setting, we fine-tuned
our XLM-R based APS model using a single GTX
2080 card for 1% of the total steps within an
epoch. Based on our observations from three
separate runs, the process required approximately
77+2 minutes. By extrapolating this data, we es-
timate that completing a single epoch would take
around 128 hours on a single GPU. Additionally,
the computational demands for mLUKE, XLM-
V, and bloom were more substantial, necessitating
a minimum of 12GB, 22GB, and 16GB of GPU
memory, respectively. The corresponding time re-
quired to complete a single epoch was 8, 13, and 30
days, respectively. Few-shot prompting for LLMs
was also constrained by GPU availability. Addi-
tionally, access to ChatGPT closed-source models
require paid API keys.
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Figure 3: Word frequency distribution in mNLQuAD.
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Manual Annotations

The human annotators were recruited on a volun-
tary basis, and prior to their recruitment, they were
apprised of the compensation provided for their
participation in this study. All annotators held
an undergraduate degree and were native speakers
of a language pertinent to our investigation. The
annotation process was conducted using Google
Sheets. Each annotator was provided with an in-
dividual Google sheet containing rows with the ar-
ticle title, article paragraphs, and a corresponding
question. Within the rows featuring article para-
graphs, checkboxes were included, and annotators
were instructed to select the checkboxes associ-
ated with paragraphs that answered the given ques-
tion. In cases where the question was ambiguous
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om | Maaltu haasa’ama (What’s being talked about) am | 9°7 99AT 10 AE) 2L TN (What does it mean?)
gu | g dH 24l di] (Have you read this?), ddl 2l di3] § bn f3ff5T qreemorT 1saest 5efS (BBC Bangladesh
(Did you read this?) is running on dialogue), 5fos (video), AT
fa | Ll silde (Do you know), Ll suilsie (Do you 7ot i35 IR @S #NFE (Can your team
know) make it to the semi-finals?)
fr* | Le saviez-vous (Did you know) hi | 9f$T (Read)
mr | g araeid @1 (Did you read this?), 88 aracid &7 (Did | si | @@ NS 0esved ) ©eetsGE®
you also read this?), 86! UTfgeid @l (Have you seen D56 BOSIEmEE (Are you in the state of
this too?) grel & araei T (Did you read this?) ... Qatar or in the Middle East region?)
ur | 939 uwo LS o (What is in the video?), uk | A B¥ 3Hanu (Did you know)
cy | gafodd drwydded deledu (got a TV license) pt | Did you get it, Did you know

Table 7: Phrases employed for screening out irrelevant interrogative subheadings from news articles across diverse
languages. ISO 639-1 codes are utilized for language representation.

Region Africa Asia (Central)
Lang. Oromo Ambharic | French* Hausa | Igbo Gahuza Pidgin** | Somali | Swahili | Tigrinya Yoruba Kyrgyz Uzbek
Code om am fr* ha ig ™w en™* S0 sW ti yo ky uz
#QA 5.4k 2.0k 4.9k 2.8k 1.5k 3.1k 5.4k 5.5k 6.1k 3.2k 1.9k 2.3k 2.7k

#Articles 3.3k 1.0k 2.1k 1.5k 1.1k 1.8k 3.4k 3.1k 3.3k 1.9k 1.4k 1.3k 1.6k
Start Year 2017 2013 2012 2013 2018 2014 2017 2016 2010 2017 2018 2011 2010

Region Asia (Pacific) Asia (South)

Lang. Burmese Chinese | Indonesian | Korean | Thai Vietnamese Bengali | Gujarati | Hindi Marathi Nepali Pashto Punjabi

Code my zh id ko th vi bn gu hi mr ne ps pa

#QA 5 15 11k 4.6k 369 10k 7.9k 15k 26k 21k 11k 2.9k 7.6k
#Articles 1 10 5.5k 2.5k 303 6k 4.2k 8.2k 14k 10k 5.5k 1.9k 3.7k
Start Year 2020 2014 2010 2017 | 2016 2009 2013 2017 2009 2017 2014 2010 2017

Region Asia (South) Europe Latin America
Lang. Sinhala Tamil Telugu Urdu | Azeri | Naidheachdan | Russian | Serbian | Turkce | Ukrainian | Cymrufyw | English Portuguese
Code si ta te ur az ed ru sr tr uk cy en pt
#QA 3.3k 12k 15k 14k 4.3k 38 22k 21k 17k 19k 8.8k 14k 12k

#Articles 1.7k 6.7k 7.3k 7.4k 2.3k 31 12k 9.5k 8.7k 11k 2.8k 6.9k 5.4k
Start Year 2012 2012 2017 2010 | 2011 2014 2010 2018 2009 2009 2012 2011 2011

Region | Latin America Middle East
Lang. Mundo Arabic Persian
Code es ar fa
#QA 20k 11k 11k

#Articles 11k 6k 6.2k
Start Year 2009 2009 2008

Table 8: Language distribution in mNLQuAD with ISO 639-1 codes. An offset of 621 years is added in Pashto and
Persian article dates because speakers of these languages follow the Solar Hijri calendar instead of the Gregorian
calendar. *African french **Pidgin English

or none of the paragraphs addressed it, relevant
options were presented below the article. Google

Apps Script was employed to execute macros on 1. APS Model hyperparameters Ace | Macro La:Tlo L:t;ei 1
each sheet to highlight the selected options. Fig- Context | Tile | Lo | PE
ure 4 depicts the annotation interface presented to L True | False | wil(y=2) | False | 65.0 598 | 742 [ 454
. h H dl as theil‘ l'latiVe lal'l yage 2 True False whce False | 65.6 | 60.1 74.9 453
an annotator wit mn g g : 3 True False | wifl (v=2) True | 64.9 | 59.7 74.2 452
4 True False | wfl (y=0.5) | True | 65.5 | 59.9 74.9 449
G APS baselines on the golden set S| True | Fase | wil(1=0.5) | False | 647 | 592 | 741 | 444
6 True True | wil (y=0.5) | False | 61.1 | 57.1 70.2 44.1
H LLM Outputs 7| Faise | False | wil (1=0.5) | False | 563 | 519 | 664 | 374

I APS models with different thresholds Table 9: Ablation Study Results for Identifying Opti-

mal Hyperparameters in Fine-Tuning an APS Model. A
small subset of fine-tuning data was used to explore hy-
perparameters. The results highlights that the highest
Label-1 F1 score is achieved with configuration #1.
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APS Model Acc. | Macro F1 | Label-0 F1 | Label-1F1 SR
Ours (mLUKE) 19 16 0 32 1.0
sbert (mpnet) 19 16 1 31 0.99
sbert (miniLM) 19 17 2 32 0.99
Ours (bloom) 47 46 55 36 0.91
TF-IDF 80 48 89 7 0.06
Ours (d-mBERT) | 66 60 75 46 0.93
Ours (mBERT) 73 67 81 52 0.93
Ours (mT5) 76 68 84 53 0.91
Ours (mES) 79 70 86 55 0.89
Ours (XLM-R) 78 71 86 55 0.91
Ours (XLM-V) 80 71 87 55 0.89

Table 10: Performance of APS models on the mN-
LQuAD test set, excluding questions predicted as FAC-
TOID.

ol :

2
d2282b2ff14ec210ae88927c37d64dd0cS1f41e5
Title: AT #1775 73T FAT(=4T (oW1
IGWW
zammﬁwﬁm‘r

U 37 AT, 80 915 AFATAT, 543 e AT
fawa F Sfa 7 587 #9873 G479, A
B 3imﬁwﬁm1{vﬁ'?ﬁlﬁw
AT & T SR A F T AT A T
H gHST ST AT a9 AT 8HhdT 5.

T 0 AT T AT R E TS AATS T T

e feromoiT AT i AT AR g A

i AT e &, e aE AT A R aTs
ZUDWWP:TE'TW%WWT'HW#%H

TETE, FEI AT T &7 {5 39 faers &1

AT T Aa7 (TET-SARFAT) /AT &7 Al

21 D None of the above (NOTA)

» D I didn't understand the question

Title: AT FT T2 73T FAT AT fAOT
Question: ZTTTHT & F4T 47977
Figure 4: Annotation
manually annotated excerpt from a Hindi
news article, accessible at the following URL:
https://www.bbc.com/hindi/india/2014/05/
140428_election_fatigue_social_media_pa.
Please note that certain rows have been concealed for
the sake of compactness.

screen displaying a
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sbert (miniLM)
Lang | #Qs

Acc | Label 0 F1 | Label 1 F1 | Macro F1 | SR
hi 100 | 29 2 45 23 1.0
gu | 100 | 22 1 36 22 1.0
bn | 100 | 27 1 42 21 1.0
tm | 100 | 13 1 23 12 0.98
tl 40 14 1 24 12 1.0
np | 100 | 34 3 50 26 0.98
pa | 100 | 15 2 24 13 1.0
ur 50 | 20 0 33 17 1.0
Average 21 1 34 18 0.99

Lang | #0s TD-IDF

Acc | Label 0 F1 | Label 1 F1 | Macro F1 | SR
hi 100 | 71 83 14 48 0.37
gu | 100 | 78 88 6 47 0.25
bn | 100 | 73 84 6 45 0.19
tm | 100 | 86 92 8 50 0.15
tl 40 | 85 92 11 51 0.22
np | 100 | 66 80 4 32 0.10
pa | 100 | 86 92 50 0.17
ur 50 | 80 89 10 49 0.22
Average 78 87 34 46 0.20

Table 11: Performance of different APS baselines on
the golden set. The results reveal that sbert attains
a lower macro F1 score, whereas the TF-IDF model
shows a lower SR.

—— sbert (miniLM) Macro F1
=== sbert (miniLM) Accuracy

—— Ours (XLM-R) Macro F1
=== 0urs (XLM-R) Accuracy

—— TF-IDF Macro F1
—=—- TF-IDF Accuracy

0.0 0.1 0.2 0.3 0.4 0.5

Threshold

Figure 5: An illustration of top-performing APS mod-
els under different threshold values on mNLQuAD test-
set. Note that only sbert (miniLM) starts from a thresh-
old of 0, as this is the default threshold for the sbert-
based baseline. In contrast, the default thresholds for
XLM-R and TF-IDF are set at 0.5. The XLM-R-based
model consistently demonstrates superior performance
in terms of macro F1 measure across various thresh-
olds. Notably, the XLM-R based fine-tuned APS model
showcases the best performance at a threshold of 0.6,

achieving a macro F1 of 73 and an accuracy of 84.
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Answer the question below using the article provided. Write your answer in Hindi.

Atticle = ST Srefter ohié = gl SiHes U o i 2t &1 o1 sram et aret 3k 38 el & @l & s wared 4o

2.

59 faee & agd geft aRonffa ofik @Ta Afer aga Aen & ATRE SRt A8l o1 Fehd &, gTeife fUsd gk &id A fhetgter
3 UR ek o &Y oft,

f= St & wen et A Tgufa Y drend ol ST we ok T 320 Y aradhaTe @ Sie W T9d! Ht e e Tard @S Ry
€. &I 3 78 +ft g & o o 59 e oY gfem- et g 3w s wnfde. Swfie Y o < & f ot gt @1 hifRiwRt
& I st afthe i aR @ 9 R HIS el Y
ﬁﬁaﬁeﬁ%ﬁﬁm@wmw%%w%wﬁmamgﬁwﬁﬁﬁm TR & g1 9 ¥ 59 J9d W)
T © e T5Y §3. 59 9 F el =g wAerg off anfie @ ofik I Sl @ ¢u & ufdeter smeer oY fhk @ wgret e Y
Idier I 2.

TET

IhIeT TR Teteot 3 gl foh 37 & I 31Ty SR i 18T 31T 39 IR =01 7@ & oy iy = Igufy ot arfder Ran 8.
I I A1 - 51k, R wtfarar, Fetferar, g™, HRar ik 777 &t de goT T 15 & 321 fhergTer smient & forg &
TART 8. T W I el foh ST A g AHATIIA! oh Heey 37e-20aT9 J0 4 8.

§Yh a1S AT Uid & Yeh Gehict = DI J Hgl [ U & SRIGART IR W A § SAIch! TLHR &l dis Jed Tal gHTl.
Hifeiffiex SReT A1eTg uder 3 gl o ufasiy & Sas Uid & g9t Fardt aefad giv. St o affires S &t wifir v
%@ & 3% oft Smaeta Y & o1 AT HRAT BT 3Tk AT g 3T AT 31U URART § fAe apieRT Stgek ST @ S,
GAaTE % SR el # 59 91 IR 969 8 o SR I8 Uidey AT il e & g & df a8 Sridenties g, Ste1 Rag
foeToesT 3 3T UaTl & 59 T, R P foh 599 g & dhaet 15 HIRId THerT HeIfd g

AR Fi Td sFH SRy fEurdde fit Xt @ SR 15 =l & Yep exarast # 94131 747 & R U a1 a8 diart smesr
fareeper fremrer & SR sranT foneft T ol @ i Taier g 2.

BIAifeh FIAR &t i | Udd A g0 & AT S0 & SR & T ol garen i, aa 0 = IRy gt wr sremft
&Y § ufdse T FY a1 e off,

et 7 Tgufd & Temedr T et & s ar off Seoiw R, Sferarh 3 wer o 6 SR gfemt ot srdteRr A e
A R G uldey & g e 2.

TR 3 oft et o o Trar 3ot oR e svimarT @ SRy e gdadt siteman wemae ofk it 7 oft sideh F R &
R i areid} 3 forg it oft. IEi e, ' oy g oft A & R gedadt st v ofk S & et oft enfifen
gafre @ ofa &2

79 R qdel 3 &gl "'Td, Ak Agafd ¢u 3 quf ufdey 6 o et of. greifes gg gof ufdey 7 & ofk ag ey 8.
(et o=t & UETus Qu & g o1y et fakTeh o Tohd &, 31T 8 thageh ofR Zfdex IR et off o Gohd &.)

Question = &1 g Ffeem W ufddy & a1 7817

(Question = Is this a ban on Muslims or not?)

Prompt

E 1, 7% ufem W ufady g Fifh 59 ufasy & dga at ard g aga 321 & AN it SR ol 37 Fehd 6| LA

Q HIE 3R o Tie Tl A off 39 Amet § gare o € foh i ag wiaey gieem-faridt a8 81

2 (Yes, it is a ban on Muslims because under this ban, citizens of all seven Muslim majority countries cannot come

] to America. The Supreme Court and other judicial institutions have also raised questions on whether this ban is not
anti-Muslim.)

g AT = I At R Ufaey T8l §, 8 9 Al IR UfeY 8. Question = T I8 SAUTHE 8?7 STATS = g, FaT = T

g =T foneft a1 off FeRaT ghmT? SaTe = g ..

}5 (Answer = It is not a ban on Muslims, it is a ban on all people. Question = Is it unconstitutional? Answer = No. Question
= Will it harm anyone? Answer = No ... confabulations are seen afterwards)

g I apologize, but I'm a large language model, I cannot provide you with a way to hack into someone’s Facebook account or

:‘:i“ any other social media platform. Hacking is illegal ... confabulations are seen afterwards

£ | < ufidy @ mronfiedr & sde & fhergrel @I ..

~§ (It will be banned in America for the time being ... prompt is repeated)

Table 12: Output of LLM models in a zero-shot inference mode for abstractive QA task on the following BBC news
article https://www.bbc.com/hindi/international-38905820 (English article: https://www-bbc-com.
translate.goog/hindi/international-389058207_x_tr_sl=hi&_x_tr_tl=en). The models names used
for ChatGPT, Bloom, Llama, and Mistral are gpt-3.5-turbo-1106, bigscience/bloom-7b1, meta-llama/Llama-2-7b-
chat-hf, and mistralai/Mistral-7B-Instruct-v0.1, respectively. Special tokens (<s>[INST], </s>[/INST]) were added
to the prompts of Llama and Mistral.
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