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Abstract

High-resolution (HR) color fundus images can provide finer details and help with a more accurate diagnosis, while deep learning-based super-resolution methods usually require a large amount of data. This paper integrated Group Equivariant Convolution Neural Networks (G-CNNs) in Modified SRResNet (MSRResNet) for fundus images super-resolution. Experiments showed that it leads to some improvement compared with regular CNNs.
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1. Introduction

Fundus imaging is widely used to screen and diagnose ophthalmic diseases. Compared with low-resolution (LR) photography, high-resolution (HR) color fundus images can provide finer details. However, due to the limitations in image acquisition time or hardware (Li et al. (2021)), sometimes it is hard to get images with sufficient spatial resolution.

Super-resolution (SR) is an approach to obtaining HR images from LR observations (Gerchberg (1974)). Single-image SR (SISR) is often considered an ill-posed inverse problem, as different HR images can be degraded to the same LR image. Recently, many deep-learning-based methods have been proposed to address the SISR problem, mainly designed for natural images but usually also work on medical images.

However, deep-learning-based methods usually require significant training data to enhance the model’s generalization ability and avoid overfitting. Meanwhile, data augmentation methods are considered sub-optimal regarding sample complexity and computationally more expensive (Mei et al. (2021)).

The Group Equivariant Convolutional Neural Network (G-CNN) (Cohen and Welling (2016)) was proposed to improve the statistical efficiency of deep learning methods by exploiting symmetries. Without increasing the number of parameters, it increases the expressive capacity of the network. On the classification task, G-CNN achieved state-of-the-art results on MNIST-rot (Larochelle et al. (2007)) and CIFAR10 (Krizhevsky et al. (2009)). G-CNN has been widely used in medical image analysis. However, the exploration of G-CNNs’ applications in medical image super-resolution is not much.

To better exploit symmetries in Fundus images, this paper proposed a G-MSRResNet, which simply integrated G-Convolution in the Modified SRResNet (MSRResNet) (Ledig et al. (2017),Wang et al. (2018)). We trained the G-MSRResNet on the DRIVE image dataset (Staal et al. (2004)). Experiments showed that the G-MSRResNet performed better than MSRResNet with regular CNN.
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2. Related Works

The Group and Group Convolution A group \((G; \circ)\) consists of a set \(G\) and a binary composition operator \(\circ\) and satisfies the properties of closure, associativity, identity, and invertibility. Given a group \(G\) and a map \(\Phi : X \rightarrow Y\) between two \(G\)-sets \(X\) and \(Y\), \(\Phi\) is equivariant i.f.f. \(\Phi(g \cdot x) = g \cdot \Phi(x), \forall x \in X, \forall g \in G\) (Dey et al. (2020)). Our work applied two types of plane symmetry groups \(p4\) (all compositions of 90-degree rotations and translations) and \(p4m\) (all compositions of 90-degree rotations, reflections, and translations) (Schattschneider (1978)).

Group convolution\((G\)-Convolution) in the first layer of a \(G\)-CNN can be represented as 
\[
[f \star \psi](g) = \sum_{y \in \mathbb{Z}^2} \sum_k f_k(y) \psi_k \left(g^{-1}y\right),
\]
where the input image \(f\) and the filter \(\psi\) are functions of the plane \(\mathbb{Z}^2\) while the feature map \(f \star \psi\) is a function on the discrete group \(G\). In the layers after the first layer, it can be represented as 
\[
[f \star \psi](g) = \sum_{h \in G} \sum_k f_k(h) \psi_k \left(g^{-1}h\right)
\]
(Cohen and Welling (2016)). Finally, for the super-resolution tasks, the feature map for each filter over the set of transformations can be pooled to the domain of feature maps from \(G\) back to \(\mathbb{Z}^2\).

Modified SRRResNet The Modified SRRResNet \((MSRResNet)\) consists of 16 residual modules and a global skip connection, which is an improved version of SRRResNet \((Ledig et al. (2017))\) without batch normalization layer according to improvement in Wang et al. (2018).

3. Group Equivariant MSRResNet

The architecture of Group Equivariant MSRResNet is shown in Figure 1. The architectures of the basic block and upsampling block are shown in Figure 2. We used \(G\)-CNN to replace regular CNN in MSRResNet and used the nearest method for upsampling. And we projected the feature maps from \(G\) to \(\mathbb{Z}^2\) space to get the final HR output after the final layer.

4. Experiments

We trained \(G\)-MSRResNets with \(p4\) and \(p4m\) groups on the DRIVE dataset and compared the results with MSRResNet with regular CNNs. We did super-resolution experiments with \(\times 2\) and \(\times 4\) scaling factors. The evaluation metric is PSNR and SSIM \((Wang et al. (2004))\). DRIVE is a dataset for retinal vessel segmentation with JPEG 40 color fundus images, which shows that the \(G\)-CNN can improve color fundus images’ super-resolution. We split
the original training set, from which 16 were for training and four were for validation. The original test set with 20 images is for testing. We downsampled these images to get LR images. The patch size in training is 128.

The initial learning rate is 1.0e-04, and a MultiStepLR scheduler is used. The total iterations for training are 20000. The learning rate is reduced to half of the original at 10000. The batch size is 16, and the optimizer is Adam. We validated and updated the best model every 1000 iterations.

The results of the experiments are shown in Table 1:

<table>
<thead>
<tr>
<th>Scaling Factor</th>
<th>Convolution Type</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>×2</td>
<td>Regular</td>
<td>43.79</td>
<td>0.9784</td>
</tr>
<tr>
<td>×2</td>
<td>p4 group</td>
<td>44.12</td>
<td>0.9795</td>
</tr>
<tr>
<td>×2</td>
<td>p4m group</td>
<td>44.05</td>
<td>0.9793</td>
</tr>
<tr>
<td>×4</td>
<td>Regular</td>
<td>40.33</td>
<td>0.9382</td>
</tr>
<tr>
<td>×4</td>
<td>p4 group</td>
<td>40.79</td>
<td>0.9414</td>
</tr>
<tr>
<td>×4</td>
<td>p4m group</td>
<td>40.84</td>
<td>0.9419</td>
</tr>
</tbody>
</table>

5. Conclusion

From the comparison experiments, G-MSRResNet performed better than regular MSRResNet on the DRIVE test. Further research will focus on comparing the equivariant group method and the data augmentation method for fundus images super-resolution, not only from the performance perspective but also from computational cost.
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