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ABSTRACT

The emerging classical-quantum transfer learning paradigm has brought a decent
performance to quantum computational models in many tasks, such as computer
vision, by enabling a combination of quantum models and classical pre-trained
neural networks. However, using quantum computing with pre-trained models has
yet to be explored in natural language processing (NLP). Due to the high linearity
constraints of the underlying quantum computing infrastructures, existing Quantum
NLP models are limited in performance on real tasks. We fill this gap by pre-
training a sentence state with complex-valued BERT-like architecture, and adapting
it to the classical-quantum transfer learning scheme for sentence classification. On
quantum simulation experiments, the pre-trained representation can bring 50% to
60% increases to the capacity of end-to-end quantum models.

1 INTRODUCTION

Quantum computing combines quantum mechanics and computer science. The concepts of superpo-
sition and entanglement bring inherent parallelism between qubits, the basic computational element,
which endow enormous computational power to quantum devices. Classical–quantum transfer learn-
ing (Mari et al., 2020) has emerged as an appealing quantum machine learning technique. As shown
in Fig. 1, in a classical–quantum transfer learning pipeline, the pre-trained input features are encoded
to a multi-qubit state, transformed and measured in a quantum circuit. The output probabilities are
projected to the task label space. The losses are backpropagated to update the parameters in the
pipeline with classical algorithms. This transfer learning scheme combines the representation power
of state-of-the-art (SOTA) pre-trained models and the computational power of quantum computing,
yielding decent accuracy on various image classification tasks (Lloyd et al., 2020; Mogalapalli et al.,
2021; Mari et al., 2020; Oh et al., 2020).

However, combining pre-trained models and quantum computing remains unexplored in NLP, where
large-scale pre-trained models have dramatically improved language representation (Devlin et al.,
2019; Radford & Sutskever, 2018). Current Quantum NLP (QNLP) models (Zeng & Coecke, 2016;
Coecke et al., 2020; Meichanetzidis et al., 2020; Lorenz et al., 2021; Lloyd et al., 2020; Kartsaklis
et al., 2021b) mainly construct quantum circuits from a certain kind of tensor network that aggregates
word vectors to sentence representations (Coecke et al., 2020), and the parameters in the network are
randomly initialized and learned end-to-end. Since a quantum circuit can be seen as a linear model in
the feature space (Schuld & Petruccione, 2021), these models are highly restricted in scalability and
effectiveness. One attempt to resolve this issue is hybrid classical-quantum models (Li et al., 2022),
where certain layers of models are implemented on a quantum device, and the intermediate results are
sent to classical models for non-linear operations. However, the frequent switching between classical
and quantum processing units significantly drags the speed of training and inference, and limits the
applicability of the model.

We posit that classical-quantum transfer learning paradigm is a sound fit for QNLP models, especially
in the current noisy intermediate-scale quantum (NISQ) era. The pre-trained language features can
lead to strong performance in downstream natural language understanding tasks Devlin et al. (2019),
even with simple models. Furthermore, it is crucial to introduce robust quantum encodings to mitigate
the errors caused by the noisy quantum device, and pre-trained language model is a promising
approach to this aim due to its high robustness Qiu et al. (2020). Finally, pre-trained mechanism
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can contribute to scalable QNLP models by avoiding tensor product of all token vectors and using
fixed-dimensional representations for arbitrarily long sentences.

Figure 1: Classical-quantum transfer learning pipeline Mari et al. (2020).

We are motivated to pre-train language representations compatible with quantum computing models.
Due to the crucial role of complex numbers in quantum computing, we build a complex-valued
pre-trained language model (PLM) for classical-quantum transfer learning. Complex-valued neural
networks (NNs) have been long studied (Georgiou & Koutsougeras, 1992; Nitta, 2002; Hirose,
2011; Trabelsi et al., 2018; Xiang et al., 2020; Yang et al., 2020) with various NN building blocks
including RNN (Wisdom et al., 2016), CNN (Guberman, 2016) and Transformers (Yang et al., 2020;
Wang et al., 2020; Tay et al., 2019; Zhang et al., 2021), and have shown advantages in enhanced
representation capacity (Wisdom et al., 2016; Arjovsky et al., 2016; Trabelsi et al., 2018; Wang et al.,
2020; Trouillon et al., 2016), faster learning speed (Arjovsky et al., 2016; Danihelka et al., 2016), and
increased model robustness (Danihelka et al., 2016; Yeats et al., 2021; Xiang et al., 2020). Despite
these advances, complex numbers are not used in pre-trained language models. It remains unknown
whether complex-valued NN building blocks can be integrated into high-quality pre-trained models.

To adapt the complex-valued pre-trained models to QNLP, we impose numerical constraints to the
network components. For feature encoding, we unit normalize the hidden vectors of the [CLS] token
so that the sentence representation can be mapped to a quantum state all throughout the network. We
also re-implement the next sentence prediction (NSP) head to simulate variational measurement. At
fine-tuning, we train an authentic task-related variational measurement process by parameterizing the
involved unitary transformation. Despite the imposed numerical constraints, the quantum-compatible
pre-trained language model performs in par to a real-valued BERT of comparable size. More
importantly, the pre-trained sentence state encoding brings remarkable performance gain to end-to-
end quantum models on various classification datasets, with an relative accuracy improvement of
around 50% to 60%.

We contribute the first approach to introduce the classical-quantum transfer learning for QNLP
models, and pre-train language representations compatible with quantum computing models. Apart
from the remarkably improved performance, our model is more scalability then existing NLP models
and can tackle longer sentences.

2 RELATED WORK

2.1 COMPLEX-VALUED NEURAL NETWORKS

Complex values have been used in various NNs across domains (Arjovsky et al., 2016; Danihelka
et al., 2016; Wisdom et al., 2016; Trouillon et al., 2016; Hirose, 2011; Trabelsi et al., 2018; Xiang
et al., 2020; Yang et al., 2020; Guberman, 2016; Wang et al., 2019). Arjovsky et al. (2016); Wisdom
et al. (2016); Wolter & Yao (2018) studied complex numbers in recurrent NNs. Arjovsky et al. (2016)
systematically studied variants of CNNs with complex-valued inputs and weights, which led Trabelsi
et al. (2018) to build a complex-valued NN that achieved SOTA performance in audio-related tasks.
Wang et al. (2019); Yang et al. (2020); Zhang et al. (2021); Tay et al. (2019) obtained promising
results on sequence-to-sequence (seq2seq) tasks with a complex-valued Transformer. Complex-
valued NNs have also been used in privacy detection (Xiang et al., 2020) and knowledge graph
completion (Trouillon et al., 2016; Trouillon & Nickel, 2017).

Apart from effectiveness gains (Wisdom et al., 2016; Arjovsky et al., 2016; Trabelsi et al., 2018; Wang
et al., 2020; Trouillon et al., 2016), complex-valued NNs also contribute to faster learning (Arjovsky
et al., 2016; Danihelka et al., 2016) and increased model robustness (Danihelka et al., 2016; Yeats
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et al., 2021; Xiang et al., 2020). However, these properties have been found only in end-to-end tasks.
The impact of complex values to pre-trained models remains unexplored.

2.2 QUANTUM NATURAL LANGUAGE PROCESSING (QNLP)

QNLP aims to build NLP models compatible with quantum hardware. Current QNLP models are
limited in their architecture and application (Coecke et al., 2020; Meichanetzidis et al., 2020; Lorenz
et al., 2021; Lloyd et al., 2020); they are based on a compositional model (Coecke et al., 2010), which
represents words as tensors in spaces dependent on their grammatical roles, and performs tensor
operations to encode syntactic relations. Sentence representations are built by bottom-up aggregating
individual word tensors. This process is translated to quantum circuits, followed by a quantum
measurement component to produce classification labels. Preliminary studies have successfully
implemented and simulated QNLP models for sentence classification (Meichanetzidis et al., 2020;
Lorenz et al., 2021). By quantum simulation in the feedforward pass and performing backpropagation
on a classical computer, the model can learn from data and outperform random labeling.

Like other quantum machine learning models (Lloyd et al., 2020; Jerbi et al., 2021), QNLP models
encode words to different qubits, and design the quantum circuit routine (a.k.a ansatz) to derive the
sentence representation before feeding it to a measurement layer. In its mathematical form, the model
encodes each word to a unit complex vector and it has an all-linear structure up to the measurement
outcome. Therefore, they have a low capacity and suffer from the scalability issue. Recently, a hybrid
classical-quantum scheme (Li et al., 2022) is introduced to alleviate the limitations. In this quantum
self-attention neural network (QSANN), a quantum process is introduced, with parameterized unitary
rotations and Pauli measurement, to compute the query, key and value vectors, and they are sent to
classical computer to perform non-linear attentions. Due to the introduced non-linearity, QSANN
beats the QNLP model in (Lloyd et al., 2020). However, running the network requires switching
between quantum and classical hardware at each self-attention layer, which is too inefficient to be
practical. We therefore posit that the classical-quantum transfer learning paradigm (Mari et al., 2020)
is a more promising solution for alleviating the low non-linearity issue for QNLP models.

3 BACKGROUND

Complex number. A complex number z is written as z = a + bi in the rectangular form or
z = reiθ = r(cos θ + i sin θ) in the polar form. a, b are the real and imaginary parts of z, written as
Re(z) and Im(z). r = |z| ∈ [0,+∞) and θ ∈ [−π, π) are the modulus (or amplitude) and argument
(or phase). The conjugate of a complex number z = a+ bi is z = a− bi, which could be extended
for vectors and matrices. The Hermitian of a complex matrix A is its conjugate transpose, written as
AH = AT . A is an Hermitian matrix when A = AH . An orthogonal or unitary complex matrix U
satisfies UHU = I . We use the typical complex-valued fully-connected (dense) layer to illustrate
complex additions and multiplications. A complex dense layer is parameterized by a complex matrix
W = A+ iB and a complex bias b = c+ id. For a complex input vectorX = x+ iy, the output
is a complex-valued multiplication of the weight and the input vector, plus the bias value:

z = WX + b = (Ax−By + c) + i(Bx+Ay + d) (1)

The mean and variance of a set of complex numbers {zj}nj=1 are given below:

z̄ =

∑n
j=1 zi

n

σ2
z =

∑n
j=1 (zj − z̄)(zj − z̄)

n
.

(2)

Quantum Computing. We present the basic concepts of quantum computing, see (Nielsen &
Chuang, 2010) for more. The basic computing unit is a qubit, the quantum analog of a classical
bit. A qubit describes the state |ψ⟩1 in a 2-dim Hilbert space. The basis states |0⟩ and |1⟩ are
orthonormal vectors that form the basis of the space. A general state |ψ⟩ is a superposition of
the basis states, i.e. |ψ⟩ = α |0⟩ + β |1⟩, where α, β are complex numbers with |α|2 + |β|2 = 1.

1In Dirac’s Notations, |ψ⟩ and ⟨ψ| refer to a complex-valued unit row and column vector, respectively.

3



Under review as a conference paper at ICLR 2023

Figure 2: Mapping the classical-quantum transfer learning scheme to our complex-valued PLM. The
MLM prediction head for PLM and the linear projection layer of the quantum model are omitted.

One can apply measurement to a qubit to check its probabilities of outcomes 0 and 1 by Born’s
rule (Born, 1926), i.e, P (i) = | ⟨ψ|i⟩ |2, so P (0) = |α|2 and P (1) = |β|2 for the state above. The
probabilities of all outcomes always sum to 1. For multiple qubits, their joint space is the tensor
product of each qubit space, hence of dimension 2n for n qubits, and the basis states are denoted by
{|a1a2...an⟩ , ai ∈ {0, 1}}. A state transformation is mathematically a unitary map or a complex
unitary matrix U , such that |ψ′⟩ = U |ψ⟩ for state |ψ⟩. Quantum circuits are physical implementations
of quantum computing models. The basic units of quantum circuits are quantum gates, which are
unitary maps that play similar roles to logic gates in classical computers. The combination of different
quantum states allows us to implement any unitary transformation before the final measurement step.

Classical BERT. Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al.,
2019) takes as input a concatenation of two segments (sequences of tokens). The inputs are passed
through an embedding layer that adds positional embedding, token embedding and segment em-
bedding. The embeddings are then fed into a stack of N transformer layers, and each layer has a
multi-head attention module to enact token-level interactions. The last hidden units of each sequence
are used to perform Mask Language Model (MLM) and Next Sentence Prediction (NSP). The MLM
objective LMLM is a cross-entropy loss on predicting the randomly masked tokens in the sequence,
while the NSP loss LNSP produces binary cross-entropy loss on predicting whether the two segments
follow each other in the original text. The overall objective of BERT is LBERT = LMLM + LNSP .
BERT is pre-trained on large text corpora, e.g., BOOKCORPUS and the English WIKIPEDIA (Devlin
et al., 2019). The model is fine-tuned on different text classification and natural language inference
datasets, such as the famous GLUE benchmark (Wang et al., 2018). The effectiveness on these
datasets indicates the performance of the pre-trained model.

4 OUR QUANTUM-COMPATIBLE PRE-TRAINED LANGUAGE MODEL

4.1 OVERALL ARCHITECTURE

A typical quantum circuit for classification is composed of a feature encoding module and a variational
measurement component. The feature encoding unit encodes an input data point x, such as a sentence,
to any n-qubit state |ψ(x)⟩. Basically, it applies a unitary transformation Uϕ(x) to the n-qubit
basis state, i.e. |ψ(x)⟩ = Uϕ(x) |00...0⟩. Next, the encoded state |ψ(x)⟩ is fed to a variational
measurement unit, which consists of a task-related unitary transformation V (θ) and a measurable
observable along the basis states {|ej⟩} of the n-qubit system. The output probabilities on all basis
states pj = | ⟨ej |V (θ)|ψ(x)⟩ |2 are aggregated as the circuit output. They are further projected onto a
low-dimensional space to produce the task label.
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We establish that the above schema can be structurally mapped to a pre-trained language model, as
shown in Fig. 2. The [CLS] token vector is usually viewed as the sequence representation. The
multi-layer Transformer encoder encodes its input to a quantum state |ψ[CLS](x)⟩, playing the role
of quantum feature encoding in a quantum circuit. Essentially, the unitary transformation Uϕ(x)
is parameterized such that the transformed state Uϕ(x) |00...0⟩ = |ψ[CLS](x)⟩. Furthermore, the
NSP prediction head that maps [CLS] token to classification label is analogous to the variational
measurement component that directs |ψ[CLS](x)⟩ to the classification label.

Since complex values are vital to quantum models, we build a pre-trained LM with complex values,
namely QBERT, to support the mapping above. We follow the multi-layer bidirectional Transformer
architecture of classical BERT, and adjust the implementations of each network component to support
complex representations. For feature encoding, we unit normalize the hidden vectors of the [CLS]
token so that the sentence representation can be attributed to a quantum state at each layer of the
network. We also re-implement the NSP prediction head to simulate variational measurement in both
pre-training and fine-tuning phase.

4.2 QBERT BUILDING BLOCKS

Embedding layer. In classical BERT, token embeddings, segment embeddings and position embed-
dings are summed up at a per-token level. They are each extended to the complex domain in QBERT.
Essentially, the complex-valued token embeddings, segment embeddings and position embeddings
are summed up as the output of the embedding layer for each token.

Multi-head attention. A complex transformer layer has a multi-head attention component at its core.
It computes query-key affinity scores, and linearly combines them with value vectors to produce a
contextual vector for each element. The attention scores for one head are computed by

ComplexAttention(Q,K, V ) = f(
QKH

√
dk

)V, (3)

where f(·) is a softmax-like activation function applied on the query-key complex inner (i.e. Hermi-
tian) products. Since the inputs to this function are complex matrices, we extend the real softmax
function to the complex domain.

A straightforward approach to this aim is to apply softmax to real and imaginary parts of the inner
product separately. Suppose the Hermitian product is denoted by {σ(q, k)} for a pair of query-key
elements (q, k), the formula of this split activation function is given by

fsplit(q, k) =
eRe(σ(q,k))∑
k′ eRe(σ(q,k′))

+ i
eIm(σ(q,k))∑
k′ eIm(σ(q,k′))

, (4)

where the summation iterates over all key elements k′ in the sequence. The split softmax function
normalizes both real and imaginary parts of the affinity scores to sum up to 1 for each key. When the
scores are taken to linearly combine the value vectors {v′}, the summation can be decomposed into

h =
∑
k′

(Re(fsplit(q, k
′)) + iIm(fsplit(q, k

′))(Re(v′) + iIm(v′))

=
∑
k′

(Re(fsplit(q, k
′))Re(v′)− Im(fsplit(q, k

′))Im(v′))

+i
∑
k′

(Re(fsplit(q, k
′))Im(v′) +Re(fsplit(q, k

′))Im(v′)),

and a negative sign exists in the real part of the summation due to the i2 = −1. However, an ideal
weighted combination should be a convex combination of the value vectors with all non-negative
weights. This motivates us to modify the normalization function f so that real-valued affinity scores
are produced from the complex inputs, because they indicate a convex combination in both the real
and imaginary channels. We propose to apply softmax normalization to the modulus part of the
complex numbers, as shown in the equations below.
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fmod(q, k) =
e|σ(q,k)|∑
k′ e|σ(q,k

′)| (5)

Feed-forward network. The main component of feed-forward networks is the fully-connected layer.
We employ Eq. 1, Sec. 3 for The implementation of a complex fully-connected layer. For an input
vectorX ∈ Cdi , a fully-connected layer projects it to a do-dim vector z ∈ Cdo , with weight matrix
W ∈ Cdo×di and a bias term b ∈ Cdo .

Prediction heads. In order to be consistent with the quantum classification model, we re-implement
the NSP head to simulate a variational measurement, which consists of unitary training and measure-
ment. Due to the computational cost of training a unitary matrix, we replace the unitary transformation
with a dense layer followed by unit-normalization in the pre-training phase Chen et al. (2021). Forr
the measurement, two pure states are for the NSP task, and the squared Hermitian product between the
input state and each state is computed and linearly re-scaled to discrete probabilities. As per Lorenz
et al. (2021), the probabilities are used to compute the binary cross-entropy loss against the true
binary label. We further remove the non-linear activation function from the NSP prediction head.

For MLM head, a complex-valued feed-forward network is used to project the encoder-output to-
kens to MLM logits, which are then converted to real values by taking the moduli of complex numbers.

Activation function. Classical BERT typically adopts Rectified Linear Unit (ReLU) (Nair & Hinton,
2010) or the Gaussian Error Linear Unit (GeLU) (Hendrycks & Gimpel, 2016) as the activation
function for hidden units. To extend it to the complex domain, we simply employ split-GeLU, which
activates the real and imaginary parts of the input with a GeLU function:

split-GeLU(z) = GeLU(Re(z)) + iGeLU(Im(z)) (6)

Layer normalization. For a real vector, standard layer normalization rescales the elements to zero
mean and unit variance, and applies an affine transformation to the rescaled values. Similarly, one can
directly compute the mean z̄ and variance σz for a set of complex numbers z = {zj}nj=1 by Eq. 2.
The complex layer normalization function becomes

complex-LN(z) =
z − z̄
σz
× a+ b. (7)

Complex-LN is slightly different from applying layer normalization respectively to real and imaginary
channels. They both normalize the mean value of inputs to zero, but bring different variances to
the normalized values, and hence lead to different outputs. To ensure the [CLS] token is a legal
quantum state, we unit-normalize the hidden vector of the [CLS] token and apply complex-LN to the
remaining tokens.

4.3 NETWORK TRAINING

Optimization. Most recent works (Li et al., 2019; Yang et al., 2020; Tay et al., 2019) imple-
ment complex-valued NNs with double-sized real networks, and apply classical backpropagation
to update their real and imaginary parts simultaneously. However, because of non-holomorphic
functions (Hirose, 2003), this can yield wrong gradients of complex weights, and the effectiveness
metrics of a complex-valued NN may not reflect its true performance. Therefore, we use the Wirtinger
Calculus (Kreutz-Delgado, 2009) to update complex-valued parameters, which explicitly computes
the gradient with respect to each complex weight. We are the first to adapt AdamW (Loshchilov &
Hutter, 2017), the most popular optimizer, for complex weights. AdamW computes the second raw
moment (i.e., uncentered variance) of the gradient by averaging the squared gradients in the real case.
In the complex domain, however, the variance should be computed by multiplying the gradient with
its conjugate. We modify AdamW accordingly to fix this problem and get the correct second raw
moment for complex gradients. We highlight the difference between the real and complex AdamW
optimizers in Alg.1.

Weight Initialization. By default, we initialize the real and imaginary parts of complex weights with
a normal distribution at a mean value of zero and a variance of 0.01.
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Algorithm 1 AdamW for real numbers and AdamW for for complex numbers

1: Given α = 0.001, β1 = 0.9, β2 = 0.999, ϵ = 10−8, λ ∈ R
2: Initialize time step t← 0, parameter θt=0 ∈ Rn, parameter θt=0 ∈ Cn, first moment mt=0 ← 0, second

moment vt=0 ← 0, schedule multiplier ηt=0 ∈ R
3: while stopping criteria is not met do
4: t← t+ 1
5: ▽ft(θt−1)← SelectBatch(θt−1)
6: gt ← ft(θt−1) + λθt−1

7: mt ← β1mt−1 + (1− β1)gt

8: vt ← β2vt−1 + (1− β2)gt ⊙ gt

9: vt ← β2vt−1 + (1− β2)gt ⊙ ḡt

10: m̂t ← mt/(1− βt
1)

11: v̂t ← vt/(1− βt
2)

12: ηt ← SetScheduleMultiplier(t)
13: θt ← θt−1 − ηt(αm̂t/(

√
v̂t + ϵ) + λθt−1)

14: end while
15: Return θt

4.4 MEASUREMENT AS CLASSIFICATION

With the pre-trained quantum encoding |ψ[CLS](x)⟩, we train a task-related variational measurement
for text classification. The state is passed to an authentic unitary layer, parameterized by a complex-
valued square matrix W as follows:

H =
W +WH

2
, U = eiH , (8)

where e(·) stands for matrix exponential. The resulting U is guaranteed to be a square unitary
matrix, supporting a trainable unitary transformation of [CLS] state |ψ′

[CLS](x)⟩ = U |ψ[CLS](x)⟩.
Finally, |ψ′

[CLS](x)⟩ is measured along each basis state, and the output probability vector is linearly
transformed to produce the target class labels. The variational measurement head is trained with the
previous transformer layers in a fine-tuning task.

At this stage, the model operates in a hybrid classical-quantum fashion: the multi-layer Transformer
encoder is executed in a classical computer to obtain the encoded state |ψ[CLS](x)⟩. The state is
then passed to a quantum device to compute the classification probabilities for each class. Finally,
we compute the cross-entropy loss against true class labels as the loss function, and the network
weights are updated accordingly with the CAdamW optimizer in a classical computer. Compared to
QSANN (Li et al., 2022), this model only requires switching once between quantum and classical
hardware, so it is far more practical for hybrid classical-quantum training.

5 EXPERIMENT

We pre-train QBERT on BOOKCORPUS and English WIKIPEDIA and evaluated them on the GLUE
benchmark, following the standard practice. To examine its effectiveness, we compare it with the
classical BERT (a.k.a BERT-base) and a complex-valued BERT (a.k.a CVBERT-base). CVBERT-
base has the same settings as QBERT-base, except that the [CLS] token is layer normalized by
complex-LN, and the NSP head is not replaced by quantum-compatible structures in pre-training and
fine-tuning. We plot their learning curves during pre-training, and compute their effectiveness on
GLUE datasets. Following the established practice, GLUE scores are calculated by averaging the
performance values on all GLUE datasets Wang et al. (2018).

To ensure a fair comparison, we align the parameter number of all three models. The models have
a 12-layer Transformer structure with 12 heads in each layer. BERT-base has a model dimension
dmodel = 768 and a hidden size of dhidden = 3072. Since a complex-valued NN has twice the
number of parameters as its real-valued counterpart, the complex-valued models CVBERT-base
and QBERT-base have halved hidden dimension dhidden = 1536 and same model dimension
dmodel = 768. In this way, a 768-dim unit complex vector is pre-trained as the quantum encoding
|ψ[CLS](x)⟩. This means that the quantum classification model can be implemented as a 10-qubit
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circuit2. We further remove the query projection and output projection layers WQ, WO from all its
transformer layers, and tie the input embedding lookup table with the MLM projection matrix. As
shown in Tab. 1, the real, complex and quantum-compatible BERT models are comparable in size.

To empirically check the gain in representation capacity brought about by the classical-quantum
transfer learning paradigm, we compare the fine-tune performance of QBERT-base with DisCo-
Cat Lorenz et al. (2021), the architecture for QNLP models. However, due to the scalability issue,
DisCoCat can only work at a low dimensionality to be able to handle long sentences in the datasets.
We follow the original setting in Lorenz et al. (2021), which uses at most 3 qubits to represent each
token. We also implement two other end-to-end quantum-like 3 models to simulate the performance
of quantum models at a comparable scale to QBERT-base. QCLS-end2end model embeds each
word to a complex-valued vector and normalizes the average of word vectors as the sequence en-
coder. The sequence state is passed to a variational measurement to produce classification labels.
The QCLS-transformer model has a similar structure to QBERT-base but is directly trained on
text classification dataset with randomly initialized complex-valued token embeddings. We try
N ∈ {3, 6, 12} transformer layers in the QCLS-transformer architecture. In the absence of the
source code of QSANN Li et al. (2022), the performance of QCLS-transformer can serve as an
estimate of QSANN, since they have similar attention mechanisms.

Table 1: Results of QBERT-base on GLUE in comparison to classical BERT models and end-to-end
QNLP models. The evaluation metric for each dataset is shown in the parentheses below the dataset
name. Performance values on the development set are reported. We report the relative differences
between QBERT-base and each model in the parentheses in the last column.

Name dmodel dhidden Size MNLI
(Acc)

QNLI
(Acc)

QQP
(F1)

RTE
(Acc)

SST
(Acc)

MRPC
(F1)

CoLA
(Matthews

Correlation)

STS
(Pearson

Correlation)

Avg
(GLUE score)

BERT-base 768 3072 133.54M 82.1/83.0 86.6 88.8 64.6 90.1 85.6 46.5 87.9 79.8 (+4.5%)
CVBERT-base 768 1536 135.10M 81.6/81.7 86.2 88.1 63.3 90.7 88.2 52.8 88.5 80.1 (+4.9%)
QBERT-base 768 1536 135.06M 78.9/79.7 84.3 86.9 60.3 89.0 80.0 41.9 84.8 76.2 (+0.0%)
QCLS-end2end 768 1536 48.07M 40.6/41.6 65.9 67.6 48.0 80.5 74.8 0.0 -4.5 47.1 (-61.8%)
QCLS-transformer-3L 768 1536 71.30M 55.0/55.1 65.8 72.6 45.1 80.6 65.8 3.3 2.4 49.8 (-53.0%)
QCLS-transformer-6L 768 1536 92.57M 57.2/57.4 65.9 73.4 52.0 81.0 65.9 7.3 11.3 50.8 (-50.0%)
QCLS-transformer-12L 768 1536 135.06M 59.6/59.8 66.6 74.4 48.0 80.0 74.1 13.4 13.3 51.4 (-48.2%)
DisCoCat Lorenz et al. (2021) 50.9 -2.0

DisCoCat is implemented with lambeq Kartsaklis et al. (2021a), an open-source, modular, extensible
high-level Python library for experimental Quantum Natural Language Processing (QNLP). We
apply DisCoCat to SST and CoLA, the text classification datasets in GLUE, and both training and
prediction are simulated classically, with CAdamW and a batch size of 32. See App. B for the source
code. The remaining models are pre-trained on 8 Tesla V100 GPU cards, at a batch size of 512 and
an initial learning rate of 1e-4. Fine-tuning models are executed on a single Tesla V100 card, at a
batch size of 128 and an initial learning rate of 1e-3. All models are implemented in PyTorch 1.9.0.

Figure 3: Learning curves of real, complex and quantum BERT models.

2Since the dimensionality is not a power of 2, the capacity of qubits is not fully exploited. We aim at
conducting a fair comparison with the other BERT models.

3They are not strict quantum models, since the sentence encoding in QBERT-base and attention components
in the QCLS-transformers must be implemented on a classical computer. However, they are good estimates of
how a quantum model of comparable size to QBERT-base performs on text classification.
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Overall Result. Fig. 3 presents the learning curves of the three BERT models in pre-training,
while Tab. 1 compares the accuracy performance of all above-mentioned models on GLUE
dataset. QBERT-base has a close learning curve to CVBERT-base and BERT-base and a
small 4.5% and 4.9% relative drop over the two models, indicating that the quantum-compatible
settings on the network implementations have little harm to the performance. More importantly,
remarkable gaps in GLUE scores appear between QBERT-base and all end-to-end quantum
classification models. By GLUE score, QBERT-base outperforms QCLS-end2end by 61.8% and
QCLS-transformer with a minimum gap of 48.2%. Due to its low dimensionality, DisCoCat is
even inferior to QCLS models by a large margin, and it is unfair to compare it with QBERT-base.
However, the margin between QBERT-base and QCLS models does indicate the enormous bene-
fit to the representation capacity of QNLP models brought about by the pre-trained quantum encoding.

CAdamW vs. RAdamW. We compare the complex-valued AdamW optimizer with the original
AdamW optimizer (RAdamW) for real numbers. For a fair comparison, we use the two optimizers to
pre-train the same complex-valued language model. As shown in Fig. 4, CAdamW converges faster
than RAdamW and to a lower loss in pre-training. Therefore, the improved AdamW optimizer is
indeed superior to RAdamW for training complex-valued models in practice.

Figure 4: Learning curves of real and complex Adam optimizers to train the same complex-valued
model.

Quantum Simulation. The experiment results are acquired by classical simulation. However, as
demonstrated in App. A, the fine-tuning network can be converted to a quantum circuit can be
implemented by the qiskit4 toolbox, and both networks have identical behaviours. This implies that
the reported values in the table can be obtained by hybrid classical-quantum training. The authentic
classical-quantum hybrid simulation of QBERT is left for future work.

6 CONCLUSION

We have presented the first classical-quantum transfer learning scheme for quantum natural language
processing (QNLP). By delicately designing the pre-trained model architecture, we managed to
leverage the strong pre-trained language models for enhancing the capacity of QNLP. Empirical
evaluation suggests that 50% to 60% improvement in effectiveness can be brought about by the
pre-trained quantum language encoding. Besides the main finding, we proposed the first AdamW
optimizer for training complex-valued BERT models, and we believe it will be beneficial for training
other complex-valued neural networks.

The applicability of our model is limited in that current quantum technology cannot support authentic
classical-quantum hybrid training for fine-tuning QBERT on downstream NLP tasks. However,
we believe that the classical-quantum transfer mechanism and pre-trained models is necessary for
scalable QNLP models, and this work has made the crucial first step by demonstrating the enormous
potential of pre-trained quantum encodings. We expect that future advances on quantum technologies
will make our approach feasible on real quantum computers.

4https://qiskit.org/
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A DEMONSTRATION OF IMPLEMENTING THE QBERT FINE-TUNING
STRUCTURE WITH A QUANTUM CIRCUIT

We examine whether our QBERT fine-tuning structure can be implemented with a quantum circuit.
First, we build the fine-tuning network in PyTorch, which contains a unitary layer, a measurement
layer and a linear projection layer. We then feed the model with random pure states and take the
output logits. Next, we design a quantum circuit with the network weights using the qiskit toolkit.
The same input states for the classical model are taken to initialize the quantum circuit state. With the
circuit design and initial state, we are able to compile the circuit and run quantum simulation. The
statistics of the output state is taken over a large number of simulations. The obtained occurrences
are converted to probabilities of each basis state, and the probabilities are multiplied by the classical
linear transformation matrix to produce the predicted logits. We compute the differences between the
logits under both networks to judge if they produce identical results.

We run a simulation with n = 3 qubits, and k = 2 classes. That means our QBERT fine-tuning
structure involves an 8-dim unitary transformation layer, a measurement along the 8 basis states
{|000⟩ , ..., |111⟩}, and a linear projection with a 8-by-2 matrix to produce the logits. We randomly
initialize a total number of M=16 pure states. The quantum circuit is simulated for a total number of
N=100000 times. We compute the mean squared error (MSE) between the outputs under classical
and quantum implementations. As a result, we obtain an MSE value of e = 4.29 × 10−10. This
proves that the QBERT fine-tuning head can be precisely converted to a quantum circuit. In another
word, the whole fine-tuning procedure can potentially be instrumented by a hybrid classical-quantum
network, which will be explored in future works.

Below are the main body of the codes for implementing the classical and quantum networks as well
as running the simulation on random examples.

# Quantum Implementation
class ParamCircuit(object):

"""
This class provides a simple interface for interaction
with the quantum circuit
"""
def __init__(self, n_qubits,

backend,
unitary_matrix,
tranformation_matrix,
shots=1000):

self.n_qubits = n_qubits
self.all_qubits = [i for i in range(n_qubits)]
self.unitary_gate = UnitaryGate(unitary_matrix)
self.backend = backend
self.shots = shots

def run(self, initial_states):
all_probs = []
for state in initial_states:

self._circuit = qiskit.QuantumCircuit(self.n_qubits)
self._circuit.initialize(state, self._circuit.qubits)
self._circuit.append(self.unitary_gate,self.all_qubits)
self._circuit.measure_all()
t_qc = transpile(self._circuit,

self.backend)
qobj = assemble(t_qc,

shots=self.shots)
job = self.backend.run(qobj)
result = job.result().get_counts()
counts = [result[k] for k in sorted(result)]
# Compute probabilities for each state
probs = np.array(counts) / self.shots
all_probs.append(probs)

# Get state expectation
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return all_probs

# Classical Implementation
from torch.nn import CrossEntropyLoss, MSELoss

import torch.nn as nn
from layers.bert_dense_factory import Unitary
class QBertCLSHead(nn.Module):

def __init__(self, dim,num_labels=2):
super(QBertCLSHead, self).__init__()
self.num_labels = num_labels
self.dim=dim
self.pooler = Unitary(self.dim,

init_mode=’normal’,
real_weight=False)

self.classifier = nn.Linear(self.dim, self.num_labels, bias=False
)

self.pooler.init_params(std=0.001)
nn.init.normal_(self.classifier.weight, mean=0, std=0.001)

def forward(self, input_state, labels=None):

pooled_output = self.pooler(input_state)

logits = self.classifier(pooled_output.abs().pow(2))

if labels is not None:
if self.num_labels == 1:

# We are doing regression
loss_fct = MSELoss()
loss = loss_fct(logits.view(-1), labels.view(-1))

else:
loss_fct = CrossEntropyLoss()
# print(logits)
loss = loss_fct(logits.view(-1, self.num_labels), labels.

view(-1))
return loss, logits

return logits

# Running Simulation on Toy Examples
from models.qiskit.param_circuit import ParamCircuit
from models.qiskit.qcls_head import QBertCLSHead
import qiskit
import torch
import torch.nn.functional as F
import numpy as np
from torch.nn import MSELoss
def run_simulation(qbits=3, batch_size=16, nclasses = 2,shots=1000000):

#qbits = 5
model_dim = pow(2,qbits)
qbert_head = QBertCLSHead(model_dim, nclasses)
r = torch.rand(batch_size, model_dim,dtype = torch.cdouble)
initial_states = F.normalize(r,p=2, dim=-1)
outputs = qbert_head(initial_states.to(torch.cfloat))
unitary_matrix = qbert_head.pooler.compute_unitary().detach()
backend = qiskit.Aer.get_backend(’aer_simulator’)
circuit = ParamCircuit(qbits,backend,unitary_matrix,shots)
res = circuit.run(initial_states.numpy())
res = torch.Tensor(np.stack(res,axis=0))
output = torch.matmul(res,qbert_head.classifier.weight.t())
print(MSELoss()(output, outputs))
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B CODES FOR TRAINING DISCOCAT ON SST WITH LAMBEQ

# -*- coding: utf-8 -*-

import torch
import pickle
import os
from discopy import Dim
from datasets import load_dataset
from lambeq import AtomicType, SpiderAnsatz, PytorchTrainer, Dataset,

PytorchModel, BobcatParser

print(’running discocat classification on sst...’)
BATCH_SIZE = 32
EPOCHS = 10
LEARNING_RATE = 1e-3

# Otherwise there will be weird bugs in converting the diagrams to tensor
networks

model_dim = 2
nb_classes = 2

SEED = 0

max_train_samples = 10000
max_val_samples = 10000

dataset = load_dataset(’glue’,’sst2’)

max_train_samples = min(max_train_samples, len(dataset[’train’][’sentence
’]))

max_val_samples = min(max_val_samples, len(dataset[’validation’][’
sentence’]))

parser = BobcatParser(verbose=’text’)

train_diagrams = parser.sentences2diagrams(dataset[’train’][’sentence’][:
max_train_samples])

val_diagrams = parser.sentences2diagrams(dataset[’validation’][’sentence’
][:max_val_samples])

train_labels= [[float(y), float(1-y)] for y in dataset[’train’][’label’]
[:max_train_samples]]

val_labels = [[float(y), float(1-y)] for y in dataset[’validation’][’
label’][:max_val_samples]]

max_train_samples = min(max_train_samples, len(train_diagrams))
max_val_samples = min(max_val_samples, len(val_diagrams))

new_train_diagrams = []
new_train_labels = []
for i, (diagram, label) in enumerate(zip(train_diagrams, train_labels)):

if i >=max_train_samples:
break

# Some sentences are not grammatically correct,
# and the parser will return None result
if diagram is not None:

new_train_diagrams.append(diagram)
new_train_labels.append(label)

del train_diagrams
del train_labels
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new_val_diagrams = []
new_val_labels = []
for i, (diagram, label) in enumerate(zip(val_diagrams, val_labels)):

if i >=max_val_samples:
break

if diagram is not None:
new_val_diagrams.append(diagram)
new_val_labels.append(label)

del val_diagrams
del val_labels

# Convert the diagrams to circuits
ansatz = SpiderAnsatz({AtomicType.NOUN: Dim(model_dim),

AtomicType.SENTENCE: Dim(nb_classes),
AtomicType.PREPOSITIONAL_PHRASE: Dim(model_dim)})

train_circuits = []
val_circuits = []
legal_ids = []
for i, diagram in enumerate(new_train_diagrams):

# Some diagrams cannot be converted to circuits,
# and None will be returned
try:

circuit = ansatz(diagram)
train_circuits.append(circuit)
legal_ids.append(i)

except:
continue

train_labels = [new_train_labels[x] for x in legal_ids]
legal_ids = []
for i, diagram in enumerate(new_val_diagrams):

try:
circuit = ansatz(diagram)
val_circuits.append(circuit)
legal_ids.append(i)

except:
continue

val_labels = [new_val_labels[x] for x in legal_ids]

all_circuits = train_circuits + val_circuits
model = PytorchModel.from_diagrams(all_circuits)

def accuracy(y_hat, y):
return sum(torch.argmax(y_hat,dim=-1) == torch.argmax(y, dim=-1))/len

(y)

eval_metrics = {"acc": accuracy}

# Create Trainer and datasets from the pre-processed circuits
trainer = PytorchTrainer(

model=model,
loss_function=torch.nn.CrossEntropyLoss(),
optimizer=torch.optim.AdamW,
learning_rate=LEARNING_RATE,
epochs=EPOCHS,
evaluate_functions=eval_metrics,
evaluate_on_train=True,
verbose=’text’,
seed=SEED)

print(’creating dataset...’)
train_dataset = Dataset(

train_circuits,
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train_labels,
batch_size=BATCH_SIZE)

val_dataset = Dataset(val_circuits, val_labels, shuffle=False)

# Training the model
print(’training...’)
trainer.fit(train_dataset, val_dataset, evaluation_step=1, logging_step=1

)

import matplotlib.pyplot as plt
fig1, ((ax_tl, ax_tr), (ax_bl, ax_br)) = plt.subplots(2, 2, sharey=’row’,

figsize=(10, 6))

ax_tl.set_title(’Training set’)
ax_tr.set_title(’Development set’)
ax_bl.set_xlabel(’Epochs’)
ax_br.set_xlabel(’Epochs’)
ax_bl.set_ylabel(’Accuracy’)
ax_tl.set_ylabel(’Loss’)

colours = iter(plt.rcParams[’axes.prop_cycle’].by_key()[’color’])
ax_tl.plot(trainer.train_epoch_costs, color=next(colours))
ax_bl.plot(trainer.train_results[’acc’], color=next(colours))
ax_tr.plot(trainer.val_costs, color=next(colours))
ax_br.plot(trainer.val_results[’acc’], color=next(colours))

# print validation accuracy
test_output = model(val_circuits)
test_labels = torch.tensor(val_labels)
if type(test_output) == tuple:

test_output, legal_idx = test_output
test_labels = test_labels[legal_idx]

test_acc = accuracy(test_output, test_labels)
with open(’acc_discocat_sst2.txt’,’w’) as writer:

writer.write(str(test_acc.item()))
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