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Accurate and Efficient Channel pruning
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ABSTRACT
The deeper and wider architectures of recent convolutional neu-
ral networks (CNN) are responsible for superior performance in
computer vision tasks. However, they also come with an enormous
model size and heavy computational cost. Filter pruning (FP) is one
of the methods applied to CNNs for compression and acceleration.
Various techniques have been recently proposed for filter pruning.
We address the limitation of the existing state-of-the-art method and
motivate our setup. We develop a novel method for filter selection
using sparse approximation of filter weights. We propose an orthog-
onal matching pursuit (OMP) based algorithm for filter pruning
(called FP-OMP). We also propose FP-OMP Search, which aims
to alleviate the problem of removal of uniform number of filters
from all the layers of a network. FP-OMP Search performs a search
over all the layers with a given batch size of filter removal. We
evaluate both FP-OMP and FP-OMP Search on benchmark datasets
using standard ResNet architectures. Experimental results indicate
that FP-OMP Search consistently outperforms the baseline method
(LRF) by nearly 0.5 − 3%. We demonstrate both empirically and
visually, that FP-OMP Search prunes different number of filters
from different layers. Further, timing profile experiments show that
FP-OMP improves over the running time of LRF.

KEYWORDS
Filter Pruning, OMP, Multiple channels, Weight compensation

1 INTRODUCTION
Computer vision has been revolutionized with the advent of con-
volutional neural networks (CNNs) such as AlexNet [21], VGG
[28], and ResNet [10]. In order to obtain higher performance, addi-
tional heavier networks [17, 30] were later developed. The massive
computing that these networks require has been made possible by
technological advancements. However, the computing resources
are constrained in some contexts, such as in mobile devices. Also, in
certain contexts higher efficiency at similar performance levels can
lead to newer applications being more practical given a resource
budget. Hence, methods that can prune unnecessary weights are
in demand. Moreover, it has been argued that pruning individual
weights [9] leads to irregular sparsity [26]. Hence, it is not effec-
tive for reduction of computation in case of convolutional neural
networks [19]. This has lead to development of many channel prun-
ing methods, e.g. geometric medians [13], learning filter pruning
criteria [11], transformable architecture search [6], etc.

Recently, linearly replacable filters (LRF) [19] has outperformed
the existing methods by removing filters which can be expressed
as linear combinations of other filters in the same layer. However,
there are two shortcomings with the method. Firstly, the filters are
removed one at a time and the weights are compensated through
fine tuning after each removal, causing this method to be time
consuming. Secondly, same fraction of filters are removed from all

the layers. However, certain layers may have a higher fraction of
redundant filters compared to other layers. In this paper, we seek
to alleviate these limitations.

In order to alleviate the first shortcoming, we propose to remove
multiple filters at a time. We develop the formulation based on
sparse approximation of filter weights and propose an orthogonal
matching pursuit (OMP) [29] based algorithm (called FP-OMP) for
the solving the problem. FP-OMP also performs the initial weight
compensation using 1x1 convolutions for the existing filters. This
decouples the pruning of multiple layers while incurring minimal
overhead in an optimized final network. Note that the original
weight compensation developed in [19] only compensates weights
for a single removed filter.

We also propose FP-OMP Search, which aims to alleviate the
second limitation, by performing a search over all the layers with
a given batch size of filter removal. We evaluate both FP-OMP
and FP-OMP Search on benchmark datasets using standard ResNet
architectures. Experimental results indicate that FP-OMP Search
consistently outperforms the baseline method (LRF) by ∼ 0.5 − 3%.
Also, we show that FP-OMP Search prunes very different number
of filters from different layers. Further, anecdotal evidence suggests
that the layers from which lower number of filters are pruned en-
code more diverse feature maps compared to layers with higher
number of pruned filters. We also demonstrate that FP-OMP im-
proves over the running time of LRF, albeit FP-OMP Search is more
computationally expensive.

2 RELATEDWORK
Network Pruning:A neural network that has already been trained
can have its superfluous weights removed while still performing
well. Early pruning [9] started with the elimination of small-norm
weights or nodes from the Deep Neural Networks(DNN); however,
as CNN developed, the practical effectiveness of removing a single
weight or node decreased. Channel pruning or filter pruning thus
became widely used in this industry. At the early stage of channel
pruning research, a number of heuristic techniques that make use of
the average proportion of zero activations [16] and Lasso regression
[14, 26] were developed. Since then, a number of methods have been
suggested, including regularising the scaling factor of BatchNorm
(BN) [18] to prune the appropriate channel [23], assessing the rele-
vance score by backprop [33], and identifying essential channels
by adding a new loss to the intermediate layer [34]. More novel
techniques have recently surfaced [13, 22, 32], such as investigating
the value of pruning [25] or using meta-learning [24].

A straightforward method of filter selection is to remove the
filters with lower value of norm as they are expected to contribute
relatively less to the output feature maps. Filter Pruning via Geo-
metric Median (FPGM) [13] notes the two limitations with this
criterion: (1) The deviation of filter norms should be significant
else, the lower norm filters that are removed would be almost as
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important as the remaining filters. (2) The norms of the pruned
filters should be close to zero. However these prerequisites are not
always true. FPGM addresses these limitations and proposes a bet-
ter criterion. According to the geometric median’s [8] property, the
remaining filters can be used to represent filters that are close to it
in a layer of filters. Thus they can be pruned without affecting the
network and since this isn’t norm based, it doesn’t suffer from the
above limitations.

The earlier techniques employ the same pruning criteria for var-
ious network layers, according to Learning Filter Pruning Criteria
LFPC [11]. Setting a single pruning criterion for each layer may not
be appropriate because various layers have distinct filter distribu-
tions. A Differentiable Criteria Sampler (DCS), the main element of
LFPC, learns the appropriate criteria from a set of preset criteria to
utilise for various layers. LFPC simultaneously takes into account
all layers and pruning criteria.

Transformable Architecture Search (TAS)[6] is a differentiable
searching algorithm that learns the optimal architecture size of the
network. Once each layer’s ideal number of filters is established,
a network with this architecture is trained through knowledge
distillation [15] using the unpruned original network in the final
step. This approach is in sharp contrast with other papers as it
allows the number of channels per layers to be explicitly optimized
to get the smaller model. One problem with this approach is that
the first step of searching the optimal network architecture is time
expensive. This is due to the increase in the candidate search space.

Linearly Replaceable Filter (LRF) [19] frames each filter as a
synthesis of other filters in a specific layer. If the approximation
for a certain filter as a linear combination of remaining filters is
accurate enough, we can consider this filter to be replaceable such
that the pruned network is unaffected. Our work is essentially built
on this idea of filter representation.

A large body of dataset selection works exist such as those of
data valuation [5, 27, 31] that constructs a value function based on
the validation set, using which a set of high value data samples get
selected; facility location based approaches [4, 7] that select data in
a streaming setting using convex approximation; uncertainty based
method [3] that believes including samples with low confidence
in the subsets have higher impact on optimisation; submodular
optimisation based coreset approaches [1, 2] that finds a set of rep-
resentative samples fulfilling a defined objective function; gradient
based methods [20] that use Orthogonal Matching Pursuit (OMP)
algorithms to match the gradients on full set with that of the subset.
Owing to OMP being a sparse approximation algorithm, that is also
used in the area of data selection for speed enhancement, we resort
to adapting this method in the area of filter selection.

3 FILTER PRUNING FOR CNNS
In this section, we describe the setup for filter pruning/selection
for the architecture of Convolutional Neural Networks. We lay the
background of the problem in Section 3.1 where we describe the
limitations of the existing state-of-the-art methodology. This serves
as a motivation for our proposed pruning framework in Section 3.2.
Inspired from Joo et al.[19], we derive the weight compensation

module for our setup in Section 3.3. Additionally, we finally moti-
vate and describe a variant of our proposed framework in Section
3.4.

3.1 Background and Problem Setup
With the rapid progress in the field of deep learning, the size of
the models are getting larger, leading to several computational
bottlenecks like decreasing speed, increasing energy requirements
and carbon footprints. Pruning models is one of the ways to recover
from these bottlenecks. We focus our attention on filter channel
pruning for the CNN architectures. This serves as an effective way
of reducing computation along with the size of the model.

Inspired from Joo et al.[19], we setup the foundation of the prun-
ing framework. Given a trained model with any 𝐾 × 𝐾 convolu-
tional layer 𝑐 having its filter weights as F𝑐 ∈ R𝐾𝑥𝐾𝑥𝑚𝑥𝑛 , where
𝑚 and 𝑛 are the number of input and output channels, any filter
𝑓:, 𝑗 ∈ R𝐾𝑥𝐾𝑥𝑚 ∀𝑗 = {1, 2, .., 𝑛} can be represented as a linear com-
bination of other 𝑛 − 1 filters using Equation 1.

𝑓:, 𝑗 =
∑︁
𝑙≠𝑗

𝜆 𝑗,𝑙 𝑓:,𝑙 + 𝜖 𝑗 (1)

Here 𝜖 is the approximation error and 𝜆 𝑗,𝑙 is the weight coeffi-
cient of the respective filters 𝑙 ∈ {1, 2, .., 𝑛} \ { 𝑗} in representing
filter 𝑗 . The objective is to find a set of filters that best approximate
Equation 1. The intuition behind this is that the filter with the low-
est approximation error can be well represented by the other filters
and hence can be pruned.
Limitations of Joo et al.[19]: The proposed technique Linearly
Replaceable Filters(LRF) by Joo et al.[19] uses 1𝑥1 convolution at
the top of the convolutional layers to be pruned, preventing any
effect of pruning on the computation of the network model. The
algorithm proceeds by solving for 𝜆 𝑗,𝑙 for each 𝑗 ∈ {1, 2, .., 𝑛} using
Equation 2, followed by computing 𝜖 𝑗 from Equation 1.

min | |𝑓:, 𝑗 −
∑︁
𝑙≠𝑗

𝜆 𝑗,𝑙 𝑓:,𝑙 | |2 (2)

The filter with minimum approximation error (𝑎𝑟𝑔𝑚𝑖𝑛 𝑗 | |𝜖 𝑗 | |)
gets pruned at the end of each turn. However, for pruning filters by
a fraction of 𝛽 using their algorithm, one needs to prune the network
𝛽 of 𝑁𝑐 times where 𝑁𝑐 is the total number of filters in layer 𝑐 . It
is followed by fine-tuning the network each time after removing a
filter. Hence, this approach is both slow and sub-optimal. In order to
speed up the pruning method, we develop an algorithm that prunes
the filters of a layer for a given fraction together, followed by fine
tuning, thus reducing the pruning time by a reasonable margin.
Next, we describe our proposed algorithm.

3.2 Identifying Multiple Channels for Pruning
In this section, we describe our algorithm for pruning multiple
channels together. We develop an Orthogonal Matching Pursuit
(OMP) based algorithm for filter pruning, Filter Pruning-OMP (FP-
OMP) that addresses the limitations of the existing state-of-the-art
method [19]. Starting from Equation 2, we arrive at our formulation
for sparse approximation as:

2
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𝑆∗, 𝜆∗ = min
|𝑆 | ≤(𝑁𝑐−𝛽∗𝑁𝑐 ),𝜆

∑︁
𝑗 ∈{1,2,..,𝑁𝑐 }

| |𝑓:, 𝑗 −
∑︁
𝑙 ∈𝑆

𝜆 𝑗,𝑙 𝑓:,𝑙 | |2 ,∀𝑗 ∈ {1, 2, ..., 𝑁𝑐 }

(3)
where S is the set of the selected/retained filters of layer 𝑙 , 𝑁𝑐 is
the total number of filter in layer 𝑐 , and 𝛽 is the pruning fraction of
filters in layer 𝑐 .

Therefore, we can rewrite Equation 1 as

𝑓:, 𝑗 =
∑︁
𝑙 ∈𝑆

𝜆 𝑗,𝑙 𝑓:,𝑙 + 𝜖 𝑗 ,∀𝑗 ∈ {1, 2, .., 𝑁𝑐 } (4)

Algorithm 1 describes our approach of selecting filters into 𝑆
from layer 𝑙 , that are to be retained. We can hence obtain the filters
that are to be pruned from {1, 2, ..., 𝑛} \ 𝑆 . The key idea behind the
algorithm is to (a) develop a sparse approximation approach that
is faster than the adopted matrix computation approach in [19]
and (b) prune the network for a given layer all at once for a given
fraction, compared to the one-at-a-time filter pruning approach in
[19], thus making the pruning method efficient.

Algorithm 1 : Filter Pruning-OMP (FP-OMP)
1: Input:
2: Layer 𝑐 , Number of filters 𝑁𝑐 , filters 𝑓:, 𝑗 ∀𝑗 ∈ {1, 2, ..., 𝑁𝑐 } ,

pruning fraction 𝛽
3: Initialize:
4: Normalize 𝑓:, 𝑗 such that | |𝑓:, 𝑗 | |2 = 1
5: 𝑅 𝑗 = 𝑓:, 𝑗 ∀𝑗 ∈ {1, 2, .., 𝑁𝑐 } // Residual error
6: 𝑆 = 𝜙 // Set of selected filters
7: Output:
8: 𝑆 , Weight coefficients 𝜆 𝑗,𝑙 ∀𝑙 ∈ 𝑆,∀𝑗 ∈ {1, 2, .., 𝑁𝑐 }
9: Algorithm:
10: while ∥𝜆∥0 ≤ (𝑁𝑐 − 𝛽 ∗ 𝑁𝑐 ) do
11: for 𝑖 in 𝑆 ′ do
12: for 𝑗 in {1, 2, .., 𝑁𝑐 } do
13: Compute 𝑃𝑟𝑜 𝑗𝑖 𝑗 = 𝑅 𝑗 .𝑓:,𝑖
14: end for
15: Absolute total projection 𝜉𝑖 =

∑𝑁𝑐

𝑗=1 |𝑃𝑟𝑜 𝑗𝑖 𝑗 |
16: end for
17: 𝑖𝑛𝑑 = max

𝑖
𝜉𝑖

18: 𝑆 ←− 𝑆 ∪ {𝑖𝑛𝑑}
19: for 𝑗 in {1, 2, .., 𝑁𝑐 } do
20: ®𝜆 𝑗,: = 𝑎𝑟𝑔𝑚𝑖𝑛𝜆 𝑗 | |𝑓:, 𝑗 −

∑
𝑙 ∈𝑆 𝜆 𝑗,𝑙 𝑓:,𝑙 | |2

21: 𝑅 𝑗 ←− 𝑓:, 𝑗 −
∑
𝑙 ∈𝑆 ( ®𝜆 𝑗,: 𝑓:,𝑙 )

22: end for
23: end while

3.3 Weight compensation for multiple channel
pruning

Joo et al.[19] had proposed the weight compensation module for
a single filter pruning for two purposes: (a) the change in weights
of the pruned model will get adjusted by the updation of the 1𝑥1
convolution and (b) usage of 1𝑥1 convolution enables the pruning
of any network, regardless of its architecture. We adopt this module

and derive the compensated weights as per our framework for
multiple channel pruning.

Consider the input and output of any 𝐾 ×𝐾 convolution layer to
be𝑋 = {𝑋1, ..., 𝑋𝑚} and𝑌 = {𝑌1, ..., 𝑌𝑛}. Since the 1×1 convolution
is built on the top of the 𝐾 × 𝐾 layer, 𝑌 goes as an input to the
1 × 1 convolution. Let the output of the 1 × 1 convolution layer be
𝑍 = {𝑍1, ..., 𝑍𝑛}, followed by 𝑓 ∈ 𝑅𝑚×𝑛 and 𝑔 ∈ 𝑅𝑛×𝑛 being the
filter weights of 𝐾 ×𝐾 and 1× 1 convolution layer respectively. We
can formulate the above setup as:

𝑌𝑗 =

𝑚∑︁
𝑖=1

𝑋𝑖 ∗ 𝑓𝑖, 𝑗 := 𝑋 ∗ 𝑓:, 𝑗 (5)

𝑍𝑘 =

𝑛∑︁
𝑗=1

𝑌𝑗 ∗ 𝑔 𝑗,𝑘 :=
𝑛∑︁
𝑗=1

𝑋 ∗ 𝑓:, 𝑗 ∗ 𝑔 𝑗,𝑘 (6)

Now, let 𝑓:,𝑙 : 𝑙 ∈ 𝑆 be the selected filter weights and similarly, let
𝑓:,𝑙 ′ : 𝑙 ′ ∈ 𝑆 ′ be the pruned filter weights. Dividing Equation 6 into
the two sets of filter weights, we can re-frame it as:

𝑍𝑘 =
∑︁
𝑙 ∈𝑆

𝑋 ∗ 𝑓:,𝑙 ∗ 𝑔𝑙,𝑘 +
∑︁
𝑙 ′∈𝑆′

𝑋 ∗ 𝑓:,𝑙 ′ ∗ 𝑔𝑙 ′,𝑘 (7)

Following the above terminology, revisiting Equation 4, we can
write it as:

𝑓:,𝑙 ′ =
∑︁
𝑙 ∈𝑆

𝜆𝑙 ′,𝑙 𝑓:,𝑙 + 𝜖𝑙 ′ ;∀𝑙 ′ ∈ 𝑆 ′ (8)

Substituting Equation 8 in Equation 7, we rewrite 𝑍𝑘 as 𝑍 ′
𝑘
in

terms of retained filter weights 𝑓:,𝑙 :

𝑍 ′
𝑘
=
∑︁
𝑙 ∈𝑆

𝑋 ∗ 𝑓:,𝑙 ∗ 𝑔𝑙,𝑘 +
∑︁
𝑙 ′∈𝑆′

𝑋 ∗ (
∑︁
𝑙 ∈𝑆

𝜆𝑙 ′,𝑙 𝑓:,𝑙 + 𝜖𝑙 ′) ∗ 𝑔𝑙 ′,𝑘 (9)

The above can also be re-structured as:

𝑍 ′
𝑘
=
∑︁
𝑙 ∈𝑆
[𝑋 ∗ 𝑓:,𝑙 ∗ (𝑔𝑙,𝑘 +

∑︁
𝑙 ′∈𝑆′

𝜆𝑙 ′,𝑙 ∗𝑔𝑙 ′,𝑘 )] +
∑︁
𝑙 ′∈𝑆′

𝑋 ∗𝜖𝑙 ′ ∗𝑔𝑙 ′,𝑘 (10)

Once the pruning is performed, Equation 7 reduces to∑︁
𝑙 ∈𝑆

𝑋 ∗ 𝑓:,𝑙 ∗ 𝑔𝑙,𝑘 (11)

and Equation 10 reduces to∑︁
𝑙 ∈𝑆
[𝑋 ∗ 𝑓:,𝑙 ∗ (𝑔𝑙,𝑘 +

∑︁
𝑙 ′∈𝑆′

𝜆𝑙 ′,𝑙 ∗ 𝑔𝑙 ′,𝑘 )] (12)

Thus, the weight difference after pruning, for 𝑍𝑘 and 𝑍 ′
𝑘
, are

∥∑𝑙 ′∈𝑆′ 𝑋 ∗ 𝑓:,𝑙 ′ ∗ 𝑔𝑙 ′,𝑘 ∥ and ∥∑𝑙 ′∈𝑆′ 𝑋 ∗ 𝜖𝑙 ′ ∗ 𝑔𝑙 ′,𝑘 ∥ respectively.
Owing to the fact that 𝜖𝑙 ′ < 𝑓:,𝑙 ′ , the weight difference in using
𝑍 ′
𝑘
is lesser than that of 𝑍𝑘 . Also, lower the difference in weights,

better the approximation. Hence, we use Equation 12 for the weight
compensation step to have a lesser weight difference and define
the following step:

𝑔′
𝑙,𝑘

= 𝑔𝑙,𝑘 +
∑︁
𝑙 ′∈𝑆′

𝜆𝑙 ′,𝑙 ∗ 𝑔𝑙 ′,𝑘 ;∀𝑘 ∈ [1, 𝑛], ∀𝑙 ∈ 𝑆 (13)

For the output channel pruning, Equation 13 is re-defined as

𝑔′
𝑙,: = 𝑔𝑙,: +

∑︁
𝑗 ∈𝑆𝑐

𝜆 𝑗,𝑙 ∗ 𝑔 𝑗,: ,∀𝑙 ∈ 𝑆 (14)
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while for input channel pruning, it is re-defined as

𝑔′:,𝑙 = 𝑔:,𝑙 +
∑︁
𝑗 ∈𝑆𝑐

𝜆 𝑗,𝑙 ∗ 𝑔:, 𝑗 ,∀𝑙 ∈ 𝑆 (15)

3.4 Optimal filter search
One other caveat of the work of Joo et al.[19] was sub-optimality.
In this section, we describe a variant of our proposed algorithm in
Section 3.2. We intend to prune the filters from the entire network
with C layers, whose inclusion do not lead to much change in
entropy of the system. In order to find the optimal set of filters
across the entire network, we discard the necessity of removal of
uniform number of filters from each layer.

Algorithm 2 describes the approach. The algorithm proceeds by
pruning a batch of filters from each layer followed by assessing the
performance of the model in the pruned stage, and then putting
back the removed filters. We keep a running record of the perfor-
mance metric (𝑎𝑐𝑐) across all the layers. Eventually, the filters from
a particular layer, on removing which gives the maximum accuracy
compared to removing filters from other layers, are finally pruned
from the network. This continues till we achieve the pruning crite-
ria. Next, we empirically show the performance of our proposed
frameworks FP-OMP and FP-OMP Search.

Algorithm 2 : Filter Pruning-OMP Search (FP-OMP Search)

1: Initialize:
2: 𝐾 = 0
3: Pruning fraction : 𝛽
4: Batch of filters : 𝑘
5: Total number of layers : C
6: Total number of filters across all the layers {1, 2, .., C} : 𝑁𝐶
7: Algorithm:
8: while 𝐾 < 𝛽 ∗ |𝑁C | do
9: for 𝑐 in C do
10: Prune k filters from layer 𝑐 using Algorithm 1
11: Calculate entire network accuracy 𝑎𝑐𝑐𝑐
12: Put back the pruned filters in the layer 𝑐
13: end for
14: 𝑖𝑛𝑑 = max

𝑐
𝑎𝑐𝑐𝑐

15: Prune k filters from layer 𝑖𝑛𝑑 using Algorithm 1
16: Fine tune for one epoch
17: 𝐾 = 𝐾 + 𝑘
18: end while

4 EXPERIMENTAL RESULTS
In this section, we describe the experimental setup and the datasets
used in Section 4.1. We compare the performance of the proposed
methods with the state-of-the-art baselines in Section 4.2. We also
do a detailed analysis of the working of the proposed method in
Section 4.3.

4.1 Experimental settings:
Dataset Description: We use CIFAR-10, CIFAR-100, and TinyIm-
agenet datasets for the task of image classification. CIFAR-10 has
10 classes comprising of 50k training set images and 10k test set

images of resolution 32 × 32, with 5k training set and 1k test set
images in each class. Similar to CIFAR-10, the CIFAR-100 dataset
comprises of 100 classes with 500 training images and 100 testing
images for each class. TinyImagenet has 200 class categories with a
total of 0.1M images. For our experimentation, we resized its 64×64
images to 224 × 224.

Training Details:We run our experiments for ResNet-32 and
ResNet-56 model architectures on CIFAR-10, CIFAR-100 and Tiny-
Imagenet dataset with a pruning ratio of 50%. We use a pretrained
model while pruning and all the other training settings are adapted
from LRF [19]. Using the pretrained model, we add a warmup of 20
epochs before the pruning starts. Unlike the work of Joo et al. [19]
where the network is fine-tuned for an epoch, after each filter re-
moval from a layer, we fine-tune the model after pruning the entire
𝛽 fraction of filters from each layer. Towards the end of pruning
the entire model, the network is again fine-tuned for 300 epochs.
The initial learnng rate for fine-tuning is set to 1𝑒−2 with a decay
of 1𝑒−4. We also use a step scheduler that divides the learning rate
by 10 at epoch 150.

4.2 Performance Comparison: Accuracy and
Efficiency

ResNet on CIFAR10: We used ResNet-32 and ResNet-56 as the
model architectures for our experiments. Table 1 shows the perfor-
mance comparison with four other baselines. We report the baseline
accuracy using the pre-trained model that gets used while pruning.
Owing to the fact that the same pre-trained model get used for all
baselines, the baseline accuracy stays the same. We can observe
from the pruned accuracy, that the proposed methods (FP-OMP and
FP-OMP Search) are having a higher accuracy compared to other
baselines and eventually a higher accuracy drop from the baseline
(pre-trained) model, thus denoting the efficacy of the method.

We report the reduction in parameter count and FLOPs which
when reduces more, indicates a more pruned and efficient model.
Parameter count refers to the number of parameters/weights across
all the retained filters in all the layers, while FLOPs refers to the
number of operations (in this case convolutions) within the retained
filters in all the layers across the network. We observe a higher
reduction in parameter count and FLOPs (param ↓ , FLOPs ↓) for
FP-OMP compared to other baselines. FP-OMP Search leads to an
accurate model but has a trade-off in reduction in parameter count
and FLOPs due to the non uniform pruning across all layers. A
possible workaround can be increasing 𝛽 for FP-OMP Search that
can lead to more reduction in parameter count and FLOPs.
ResNet on CIFAR-100: We continue our experiments with the
best performing baseline [19] and can observe in Table 2 that the
proposed methods consistently perform better. We can observe that
the difference in pruned accuracy with the baseline has increased
compared to that in Table 1. This can be attributed to the nature of
this dataset which is more complex than that of CIFAR-10, used in
Table 1.
ResNet on TinyImagenet:We use ResNet-34 for the experiments
on TinyImagenet. We can observe in Table 4 that our proposed
method performs better compared to the baseline [19] and also
has a much higher difference in pruned accuracy compared to
[19]. Overall, from the Tables 1, 2 and 4, we can conclude that
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Table 1: Performance comparison of FP-OMP and FP-OMP Search for ResNet-32 and ResNet-56 on CIFAR10 for 50% pruned
filters of the network. Acc ↓ , FLOPs ↓ and Param ↓ are the drops in accuracy, parameter count and FLOPs of pruned model
compared to the baseline model (Baseline Acc). Higher the drop, better the method.

Models Method Baseline Acc Pruned Acc Acc ↓ Param ↓ FLOPs ↓

ResNet-32

SFP [12] 92.63% 92.08% 0.55% - 41.5%
LFPC [11] 92.63% 92.12% 0.51% - 52.6%
FPGM [13] 92.63% 91.93% 0.70% - 53.2%
LRF [19] 92.63% 92.66% -0.03% 63.3% 62.55%
FP-OMP 92.63% 92.79% -0.16% 63.3% 62.55%

FP-OMP Search 92.63% 92.81% -0.18% 58.58% 44.9%

ResNet-56

DCP [34] 93.80% 93.79% 0.01% 70.3% 47.1%
HRank [22] 93.80% 93.17% 0.63% 42.4% 50.0%
SFP [12] 93.80% 93.26% 0.54% - 52.6%

FPGM [13] 93.80% 93.49% 0.31% - 52.6%
LFPC [11] 93.80% 93.24% 0.56% - 52.9%
GBN [32] 93.80% 93.43% 0.37% 42.5% 55.1%
LRF [19] 93.80% 93.85% -0.05% 63.3% 62.55%
FP-OMP 93.80% 94.03% -0.23% 63.3% 62.55%

FP-OMP Search 93.80% 94.08% -0.28% 56.50% 43.32%

Table 2: Performance comparison of FP-OMP and FP-OMP Search for ResNet-32 and ResNet-56 on CIFAR100 for 50% pruned
filters of the network.

Models Method Baseline Acc Pruned Acc Acc ↓ Param ↓ FLOPs ↓

ResNet-32
LRF [19] 68.78% 68.78% -0.07% 62.5% 62.54%
FP-OMP 68.78% 69.05% -0.27% 62.5% 62.54%

FP-OMP Search 68.78% 69.11% -0.33% 50.72% 53.18%

ResNet-56
LRF [19] 69.98% 70.07% -0.09% 63% 62.92%
FP-OMP 69.98% 70.39% -0.41% 63% 62.92%

FP-OMP Search 69.98% 70.43% -0.45% 50.72% 53.18%

Table 3: Time comparison of different methods on ResNet for channel pruning on CIFAR10 and CIFAR100 dataset.

Models Method Pruning
Time (hr)

Fine Tuning
Time (hr)

Total
Time (hr)

CIFAR10

ResNet-32
LRF 0.58 3.43 4.01

FP-OMP 0.54 3.41 3.95
FP-OMP Search 13.63 3.45 17.08

ResNet-56
LRF 1.80 4.27 6.07

FP-OMP 1.55 4.25 5.8
FP-OMP Search 58.84 4.33 63.17

CIFAR100

ResNet-32
LRF 0.60 3.38 3.98

FP-OMP 0.48 3.37 3.85
FP-OMP Search 12.97 3.39 16.36

ResNet-56
LRF 1.61 4.09 5.70

FP-OMP 1.57 4.07 5.64
FP-OMP Search 54.01 4.11 58.12

the difference in pruned accuracy with the baseline method [19], increases with increasing complexity of datasets and models, thus
showcasing the robustness of our proposed framework.
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Table 4: Performance comparison of FP-OMP and FP-OMP Search for ResNet-34 on TinyImagenet for 50% pruned filters of the
network.

Models Method Baseline Acc Pruned Acc Acc ↓ Param ↓ FLOPs ↓

ResNet-34
LRF [19] 64.18% 62.86% 1.32% 62.79% 60.76%
FP-OMP 64.18% 65.68% -1.50% 62.79% 60.76%

FP-OMP Search 64.18% 65.75% -1.57% 51.67% 55.73%

Table 5: Percentage removal of filters from each layer of ResNet32 on CIFAR100 dataset using FP-OMP Search method with
overall 50% removal of filters from the ResNet32.

Output Channel

Block 1
Layers 1 2 3 4 5 6 7 8 9 10

Before/After 16/1 16/1 16/11 16/11 16/11 16/11 16/16 16/11 16/1 16/1
Percent removed 93.75 93.75 31.25 31.25 31.25 31.25 0 31.25 93.75 93.75

Block 2
Layers 11 12 13 14 15 16 17 18 19 20

Before/After 32/22 32/22 32/2 32/2 32/27 32/27 32/2 32/2 32/27 32/17
Percent removed 31.25 31.25 93.75 93.75 15.62 15.62 93.75 93.75 15.62 46.87

Block 3
Layers 21 22 23 24 25 26 27 28 29 30

Before/After 64/64 64/54 64/14 64/14 64/9 64/4 64/34 64/29 64/64 64/54
Percent Removed 0 15.62 78.12 78.12 85.93 93.75 46.87 54.68 0 15.62

Input Channel

Block 1
Layers 1 2 3 4 5 6 7 8 9 10

Before/After 16/1 16/1 16/11 16/6 16/11 16/11 16/16 16/16 16/1 16/1
Percent removed 93.75 93.75 31.25 62.5 31.25 31.25 0 0 93.75 93.75

Block 2
Layers 11 12 13 14 15 16 17 18 19 20

Before/After 16/16 32/17 32/2 32/2 32/37 32/27 32/7 32/2 32/17 32/17
Percent removed 0 46.87 93.75 93.75 0 15.62 78.12 93.75 46.87 46.87

Block 3
Layers 21 22 23 24 25 26 27 28 29 30

Before/After 32/32 64/59 64/9 64/14 64/9 64/4 64/39 64/24 64/64 64/59
Percent Removed 0 7.81 85.93 78.12 85.93 93.75 39.06 62.5 0 7.81

Time Comparison: We compare the efficiency of the proposed
method in terms of their running times in Table 3. We can observe
that FP-OMP clearly takes lesser pruning time than LRF [19]. This
happens due to the sparse approximation approach which is less
expensive compared to the matrix computation method adopted
by Joo et al. [19]. However, we notice an increase in pruning time
for FP-OMP Search. This is due to the fact that we use a batch
of 5 filters for the current set of experiments for FP-OMP Search
(see Algorithm 2). Increasing the batch size will lead to pruning
time reduction. The fine-tuning time remains the same across all
methods, having minor changes with differing architectures.

4.3 Analysis of FP-OMP and FP-OMP Search
We analyse the working of the proposed methods in terms of their
pruning quality. We show in Table 5 the pruning count using FP-
OMP Search for ResNet32 on CIFAR-100. We maintain a global
pruning ratio of 50% across the entire network and report the %
of filters removed from each layer within each block of the model.
Unlike LRF [19] or FP-OMP, where pruning is done uniformly across
each layer, FP-OMP Search prunes the filters of a given fraction 𝛽 ,
across the entire network, and retains the others.

In order to understand the intuition behind the filter choices for
pruning using FP-OMP Search, we show a visualisation diagram

of the feature maps for two layers, Layer 4(pruned by 31.25%) and
Layer 10(pruned by 93.75%).We can observe visually that the feature
map of Layer 4 in Figure 1 has a diverse set of filter outputs, that
indicates its usefulness in capturing different features of the inputs.
Consequently, our proposed method prunes only 31.25% of its filters
(see Table 5), thus retaining around 68.75%. Similarly, Figure 2 shows
the feature map outputs from Layer 10 that looks very similar, thus
denoting its redundancy in filter outputs. We can observe the same
in Table 5 that Layer 10 has 93.75% of its filters removed, thus
retaining only about 6.25%. Thus, we can conclude that the pruning
percentages yielded from FP-OMP Search correlate with the amount
of information held by each filter in each layer.

We also observe the norm of difference in filter weights obtained
from unpruned model (𝑓𝑢𝑝 ) and pruned model (𝑓𝑝 ) in Figure 3 using
FP-OMP and FP-OMP Search. We can observe that for about 53%
of the layers, FP-OMP Search has a lower norm difference than
FP-OMP indicating better approximation of filter weights with
non-uniform pruning ratio.
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Figure 1: Visualisation of output feature map of ResNet-32
4𝑡ℎ layer on CIFAR-100

Figure 2: Visualization of output feature map of ResNet-32
10𝑡ℎ layer on CIFAR-100
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Figure 3: Norm of filter difference of Unpruned model and
Model pruned using FP-OMP and FP-OMP Search

5 CONCLUSION AND FUTUREWORK
In this study, we propose the FP-OMP and FP-OMP Search algo-
rithm, a fresh and efficient channel pruning technique. It is a novel
pruning criterion that chooses the channel using a sparse approxi-
mation method. Regardless of kernel size, block type, or even archi-
tectures, it shows a good performance across all of them. Extensive
experiments on the 3 datasets with 2 differing architectures prove
our hypothesis. A lead that could be followed for enhancing the
effectiveness of our suggested pruning strategy is to prune each
layer in a different ratio to maximise network performance.
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