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ABSTRACT

Quantized Neural Networks (QNNs) have achieved an enormous step in improv-
ing computational efficiency, making it possible to deploy large models to mobile
and miniaturized devices. In order to narrow the performance gap between low-
precision and full-precision models, we introduce the natural gradient to train a
low-precision model by viewing the parameter space as a Riemannian manifold.
Specifically, we propose a novel Optimized Natural Gradient Descent (ONGD)
method defined by the Hyperbolic divergence, which provides a perspective to
calculate the optimized natural gradient in weak curvature and updates the param-
eters with an amount of computation comparable to Stochastic Gradient Descent
(SGD). We conduct an ablation study and results show that the 4-bit quantized
ResNet-32 trained with ONGD has a better result than SGD, i.e. 2.05% higher in
Top-1 accuracy on CIFAR100 dataset. Further comparison experiments illustrate
that our method achieves state-of-the-art results in CIFAR and ImageNet datasets,
where the 8-bit version of MobileNet achieves 0.25%/0.13% higher in Top-1/Top-
5 accuracies than the full-precision version on ImageNet dataset.

1 INTRODUCTION

Neural networks can handle many complex tasks due to their large number of trainable parameters
and strong nonlinear capabilities. However, the massive amount of models and calculations hinders
the application of neural networks on mobile and miniaturized devices, which naturally comes with
constraints on computing power and resources. Neural network quantization is considered to be
an efficient solution in the inference that alleviates the number of parameters and optimizes the
computation by reducing the bit width of weights and activations.

Neural network quantization can be roughly divided into two categories: forced quantization and
relaxed quantization. Most of the quantization methods adopted by the QNNs belong to the former,
i.e. enforcing discretization during training. For instance, XNOR-Net (Rastegari et al.,[2016)) quan-
tized the filters and the inputs of neural network to binary, which can use efficient binary operations.
DeepShift (Elhoushi et al, [2019) replaced all multiplications with bitwise shift and sign flipping
by representing the weights as 6-bit. Besides, INT8 (Zhu et al., 2020) had achieved the quantized
gradients according to the distinctive characteristics of gradients. Moreover, MeliusNet (Bethge
et al.| [2020) proposed a mixed-precision method between 32-bit and 1-bit by adding dense block
and improvement block into the network structure. Other relaxed quantizations maintain partial
discretization during training, e.g. INQ (Zhou et al.| |2017) divided the weights into two groups
until all parameters are quantized, where the first group is directly quantized and fixed; the second
group needs to be retrained to make up for the decrease of accuracy caused by quantization of the
first group. RQ (Louizos et al., 2019) introduced a differentiable quantizer that can transform the
continuous distributions of weights and activations to categorical distributions with gradient-based
optimization. Recently, AQE (Chen et al., 2020) proposed a novel asymptotic-quantized estimator
to discretize the weights and activations gradually. However, these methods all use general gradi-
ents for training, which lacks the model-level information. In this paper, we introduce the natural
gradient to train a low-precision model that considers the model’s curvature information, as shown
the red line in Figure[I]

For neural networks with a scale of one million or more parameters, the time complexity of inverting
Fisher Information Matrix (FIM), a component of natural gradients, is O(n?) (Povey et al., 2014).
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Figure 1: The general gradient can be intuitively expressed by the black line in Euclidean space.
Suppose the parameter space is changed to a Riemannian manifold. In that case, the natural gradient
can be described by the red line (Amari, 2016) in arbitrary curvature. In weak curvature, we can
visualize the optimized natural gradient with the blue line.

Prior to this, there were some works to calculate the natural gradient efficiently, e.g. (Roux et al.,
2008) decomposed the FIM into multiple diagonal blocks, where each diagonal block is approxi-
mated by a low-rank matrix. (Bastian et al.,|2011])) also used the idea of diagonal blocks by construct-
ing a diagonal block that corresponds to a weight matrix. (Martens & Grossel [2015) proposed to
approximate FIM through the Kronecker product of two smaller matrices to improve computational
efficiency. Even so, the complex decomposition methods are still not suitable for large-scale tasks,
and the amount of computation is large compared to general gradient. We propose a novel ONGD
method in weak curvature with constraint Hyperbolic divergence, i.e. the blue line in Figure [T}
whose calculated amount is close to general gradient.

In this paper, our purpose is to introduce a novel method of training QNN that bypasses SGD to
achieve better performance. The main contributions of this work are three-fold: First, we show
how to calculate the natural gradient by constructing a Riemannian metric or FIM in a low-precision
model. Second, we define a novel Hyperbolic divergence by a convex function with geometric
structure. With constraint Hyperbolic divergence, we introduce an efficient method ONGD for com-
puting optimized natural gradient in weak curvature. Naturally, forced quantization is transformed
into smooth quantization by establishing a geometric constraint in low-precision parameter space.
Third, we reveal that the essence of two-way distillation between low-precision and full-precision
models is a synchronization phenomenon, and fine-tune the low-precision model on this basis.

2 RELATED WORK

2.1 GENERAL GRADIENT

For a convolutional neural network, the full-precision weight tensor for all layers is just marked as
w. Let M = {w € R"} be a parameter space on which a loss function L associated with weight is
well-defined. It is relatively easy to express the general gradient in training:
oL
VwL = Iw’ (D
W
which is the steepest descent method when M is considered Euclidean space with an orthonormal
coordinate. Note that the negative gradient represents the direction of the steepest descent inherently.

When Euclidean space is considered, Euclidean divergence between two sufficiently closed points
w and w’ is actually defined by default:

1
Dglw:w'] = §Z(w—w’)2, 2)
which is a half of the square of the Euclidean distance identified by Euclidean metric J;;, so that
|dw|* = 2Dg[w : w + dw] = 2:(dwi)2 = Z(Sijdwidwj. 3)
0,J
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2.2 NATURAL GRADIENT

The general gradient descent method only considers the parameter update along the gradient di-
rection that does not involve the model-level information, which may cause uneven neural network
update. By treating the parameter space M as a Riemannian manifold (Amaril [1998), rough opti-
mization is alleviated through the local curvature information distributed in the parameter space.

In that case, the steepest descent direction also depends on the quadratic form introduced by a small
incremental row vector dw that connects w and w + dw, whose form is given by

dw[* = Gij(w)dw' duw?, 4)
]

where G;;(w) is a Riemannian metric, and dw’ is the component of dw. Under the constraint
|dw|?, the steepest descent direction is toward the optimization goal of L(w + dw). Intuitively,
it measures the Kullback-Leibler (KL) divergence between two distributions ¢ (w), ¥ (w + dw) of
network model, which is equivalent to the interval of two adjacent points on a Riemannian manifold.
The KL divergence under the Riemannian metric is well approximated through the FIM with the
second-order Taylor expansion of the KL divergence (see Appendix [6.4) (Ba et al.l [2016):

|dw|?* = 2D [h(w) : P(w + dw)] = —dwE,,, [V logh(w)]dw ' = dwF;;(w)dw' . 5)

Amari deduced that the Riemannian metric is given by the Hessian of ¢)(w): G;;(w) = V2 log 1 (w)
(Amari, [1998). By the Lagrangian form, we have

oL

W —Ey, [G(w)]_la—L,where F(w) =Ky, [Vlog(w)Viog(w)], (6)

@wL = F_l(W) oW

where VL is the natural gradient that is the steepest descent method in a Riemannian space, which
is why the natural gradient can also be called the Riemannian gradient. Note that Vw /L will return
to Vw.L when G;;(w) is equal to the Euclidean metric §;;.

2.3 NETWORK QUANTIZATION

Considering a quantized model, we notate the low-precision weight tensor using w for differentiating
full-precision weight w. During training a QNN, the forced quantizer Q(+) is a many-to-one mapping
Q:weR" — W e R"” that can be expressed as

w; = Q(w;), (N

where the weight vector w; or w; straightens the i-th layer of the weight tensor w or w. Quantized
models bring new challenges that have caught the disappearance or explosion of the gradients arisen
with the staircase character of quantizers during back-propagation. Fortunately, this issue can always
be solved by Straight-Through Estimator (STE) (Hinton, 2012} Courbariaux et al., [2016):

Vi, L =V, Lol <, (8)

where o is the Hadamard product, and I is the indicator function.

As the parameter space M has been assumed to be a flat and orthogonal Euclidean space, the
parameters are updated along the general gradient described as the black line in Figure This
simply discretization of the neural network applied to the rounding quantizer leads us to add STE
into SGD. Except for the application of STE and quantizers, there is no difference between low-
precision and full-precision models in training.

3 THE GEOMETRY OF QUANTIZED MODELS

In this section, we will describe in detail how to optimize the training of low-precision models using
geometric methods. Then we elaborate the principle and process in the subsequent.
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3.1 NETWORK QUANTIZATION WITH NATURAL GRADIENT

By involving the practice to train a neural network with low bit-width, the process of the quantization
needs to be further designed that plays a vital role in the final performance, as for the other parts,
e.g. via mapping from an input pattern a;_; to output a; can still be imitated in the same way as
full-precision neural networks:

i = WiG;—1,0; = Q(fi o si), 9)
where f; is non-linear function acted on element-wise. To distinguish the full-precision model, we

mark the notation “~” to represent the operation through a quantizer in a low-precision model,
whether for weight w or activation a.

The concept of the natural gradient is closely related to FIM and KL divergence (see Appendix [6.4).
Since KL divergence is intrinsic, the natural gradient is also intrinsic that remains unchanged under
the parameter transformation. By viewing FIM as an [ by [ block matrix where [ denotes the number
of layers in neural network, the natural gradient formula can be introduced when training a QNN
and updating its parameters (Martens & Grossel, 2015):

FwL °Z B oL Lk {alogfp(ua) alogi/z(w)]l oL
- 8wi 6wj
oL oL 117" oL
=E [vec(a ~ )Vec((?zizj )T] — oljwi<1 10
E [VGC( L )Vec(ggz)q - E [VQC( L )vec(aaqf,)—r} B
' oL
= : : — o ljwi<1,
W
E [vec(gél)vec(gél)q - E {Vec( ﬁi)vec( oL ) }

where vec( daL ) can be represented by the gradient error dL Considering that the gradient prop-

agation needs to span over the quantized neurons and graphs, we still need to use STE (see Ap-
pendix [6.1) to update the gradient of QNNs in the learning procedure:

oL oL ., oL
vee(52-) = a 1®<aa ofi(sz->> B L@(aA, o Tja, |<1of(sz)), (1)

where ® denotes the Kronecker productﬂ Relying on the KL divergence, we indicate the parameter
space as Riemannian manifold rather than Euclidean space in the quantization procedure.

3.2 WEAK CURVATURE CONDITION

The reason why we can use Euclidean coordinates to calculate the natural gradient on the manifold
is the local homeomorphism of a manifold based on Definition E] (Wald, 2010). Note that the
homeomorphic mapping ¢ satisfies U € M — ¢y (U) € R™. For any point 2 € U, we can define
¢u (x) as the Euclidean coordinate absolutely. The natural gradient calculated here is obviously the
result of the homeomorphic mapping.

Definition 1 Let M be an n-dimensional manifold, for any point x € M, and then it satisfies that
there exists a neighborhood U of x in M which is homeomorphic to an open set in an n-dimensional
Euclidean space R".

The natural gradient poses a significant challenge for computing. Intuitively, the computing F. " (W)
attached to the natural gradlent will take on massive computation, which can only be numerlcafly es-
timated. Mostly, this inversion is entirely unrealistic, when deep neural networks are very redundant,
with tens of thousands of the neural connections.

"Note that we use W or W to denote a large matrix of [ X n that is composed by each layer of weight tensor
W or W as a row vector, where n is the largest size of rows and other insufficient rows are filled with zero. The
weight vector w; or w; is obtained by straightening i-th layer of the weight tensor w or W into a row vector.
The weight vector w or w is obtained by straightening the weight tensor w or W into a row vector. The operator
vec(-) means to straighten a matrix or tensor into a row vector.

2Since the input &;_; and output gTLi sizes of each layer may be different, Kronecker product is necessary.
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In this paper, we consider the optimized natural gradient under the condition of weak curvature
in low-precision models. This means that the Riemannian manifold is nearly flat, where the Rie-
mannian metric is an approximation of the Euclidean metric. In practice, we develop a linearized
Riemannian metric from the Euclidean metric d;;, which is systematically defined in general rela-
tivity (Wald, 2010):

Gij = dij + €ij, (12)
where the metric €;; is smaller than 1 in global Euclidean coordinate system of d;;. It is an adequate
definition of “weakness” in this context and ensures to be a positive-definite metric. Combining
eq. @ FIM can be linearly decomposed in weak curvature

Fij(W) = —Ey,[0i + €55] = —0ij — By [e5(diag(vec(w)))]. (13)

Since the complexity of FIM is determined by KL divergence in arbitrary curvature, we urgently
need to develop a divergence defined in weak curvature to help simplify the calculation.

3.3 OPTIMIZED NATURAL GRADIENT IN HYPERBOLIC DIVERGENCE

In practice, we can determine a unique geodesic through exponential map exp,, (w — @) that maps
w — W back to M, by defining w — w € T, M as the tangent vector. Note that the definition of
exponential map is developed by (Wald, [2010; [Helgason, [2001).

Definition 2 Let M be a Riemannian manifold, for the tangent vector v € T, M in a point v € M
where T, M is the tangent space, there is a unique geodesic 7y, (t) locally that satisfies v, (0) = x
and ~,,(0) = v. The exponential map exp, : T, M — M corresponding to ,(t) is defined as
exp, (v) = v, (1). When constraining exp,, to a neighbourhood U, this mapping is one-to-one.

The exponential map exp,,(w — ) is to map a tangent vector (w — ) in the tangent bundle to the
point where the arc length from point w is equal to |w — | on geodesic with the initial condition
(w,w — ). In order to make exp(w — @) and exp(w — w) have the same effect in the training
process, we symmetrize it and derive a convex function

exp(w — W) + exp(w — w)
2

Y(w —w) = log = log(cosh(w — w)). (14)

Geometrically, the convex function with geometric structure is introduced into Bregman divergence
(see Appendix [6.3) (Bregman| [1967), and we obtain a novel Hyperbolic divergence that satisfies the
criteria of divergence (see Appendix [6.2)).

Definition 3 For a convex function v defined by eq. |4|in a weak curvature space, the Hyperbolic
divergence between w' — W and w — W is

cosh(w’ — )

Dylw' — b : w — 0] = log — (w" — w) tanh(w — ). (15)

cosh(w — )

Let dw — 0. The Taylor expansion of Hyperbolic divergence is (see Appendix [6.5)
|dw|? = 2Dy [w — W : w + dw — B & dw diag (vec(1 — tanh*(w — W))) dw'.  (16)

Comparing eq. 4|and eq. , we can deduce the metric ¢;; = — diag (vec(tamh2 (w— VAV)))” Now
we can deduce the steepest descent direction while taking into account the weak curvature in Rie-
mannian manifold defined by Hyperbolic divergence. With constraint Hyperbolic divergence in a
constant ¢, we do the minimization of the loss function L(w) in Lagrangian form:

dw* = arg min L(w + dw)
s.t.Dg[w—d:w+dw—w]=c
1
:argminL(w—i—dw)—X(DH[w—u?:w—i—dw—w]—c) a7
dw

. oL + 1 ) 9 . T . c
~ - - 1— — &
argdinln L(w) 4+ Vec(aw)dw ) dw diag (vec(1 — tanh®(w — W))) dw ' + 3

3The operator diag(-) means to convert a row vector to a diagonal matrix.
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To solve the above minimization, we set its derivative with respect to dw to zero:

oL 1 . N
0= vec(%)—r ~ 5 diag (vec(1 — tanh?(w — W))) dw’
1. . oL
3 diag (vec(1 — tanh*(w — W))) dw ' = vec(a—w)—r (18)
dw’ ~ \diag (vec(1 + tanh?(w — W))) Vec(g—fv)T.

Where a constant factor A can be absorbed into learning rate. This is the optimized natural gra-
dient defined by Hyperbolic divergence, which is only suitable for weak curvature manifolds. By
constructing a geometric structure with weak curvature, this natural gradient is consistent with the
derived eq. Although it has certain limitations compared with the natural gradient defined by KL
divergence, it is quite computationally friendly and maks full use of the inherent geometric structure
of the low-precision model.

3.4 SMOOTH QUANTIZATION ALONG THE NEARLY FLAT MANIFOLD

For the process of the quantization, we design the smooth quantization @ based on the proposed
Hyperbolic divergence in weak curvature:

Q(w;, ;) = W; — ;tanh(wi — ), (19)

where a constant factor s is used to switch between training and test states (s = 1 corresponds to
the training process, and s = 0 corresponds to the test process). Note that keeping s at zero during
training will degrade ONGD to SGD. By limiting the value range of weights to [—1, 1] and applying
STE, we can obtain the optimized natural gradient through back-propagation:

Vec(vzwL)T = VeC( — oL I} aQ(wlﬂ wz) )T
0Q(w;, ;) ow;

SIF Vec(~(97L)T o I, <1 — 1 diag (vec(1 — tanh? (w; — w;))) Vec(~87L)T
9Q(w;, ;) -2 Q) (w;, ;)
= %diag (vee(1 + tanh®(w; — 1)) Vec(V@(wi,wi)L)T.
(20)

Intuitively, we utilize V,,, L to calculate the optimized natural gradient of the loss function with
respect to Q(wj, w;), by transforming the parameter space from w; to Q(w;, w;).

3.5 SYNCHRONIZATION IN PROGRESSIVE TRAINING

Given the smooth quantization, it is necessary to state that the form of quantization function is un-
constrained. For weights quantized to k-bit, we can design the uniform quantization, non-uniform
power quantization or any other quantizations (see Appendix [6.6). Note that the uniform quanti-
zation keeps convolutional calculation into low-precision fixed-point. And the quantization con-
strained to the power of 2 replaces multiplication with shift operation, which can make computation
extremely efficient. Of course, we take the same measure to quantize activations, whether it is the
quantization function or the smooth method.

According to the model of input-output relations of neural networks, the training of a low-precision
model is regarded as the process of approximating the output probability distribution of the full-
precision model. To link these two models between full-precision and low-precision, we add the KL
divergence into the loss function. The complete training with the distillation can be carried out in
two stages ﬂ In the first stage, we train the low-precision model based on ONGD-D with the loss
function:

L(Q(’LU’“’LZ)'L)) = aCE(yQV(w“ﬁ,i)vytrue> + (1 - O‘)DKL[y@(wi)wi) : ng]a 21

*Note ONGD-D represents that the optimized natural gradient and distillation are used in the training, and
ONGD represents that the optimized natural gradient is only used in the training, i.e. without the information
of the full-precision model.
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Table 1: The classification accuracy results on CIFAR10 and CIFAR100 with ResNet-20, ResNet-32
and VGG13-small. Note the accuracy of full-precision baseline is reported by (Chen et al.,[2020).

Method W A CIFAR10 CIFAR100
Top-1 Gap Top-1 Gap
ResNet-20 (Original) 32 32 92.25% - 68.14% -
ONGD (ours) 4 4 8941% -2.84% 6330% -4.84%
SGD 4 4 8927% -298% 62.38% -5.76%
ONGD-D (ours) 1 8 91.16% -1.09% 65.65% -2.49%
PQ-B (Bai et al,[2018) 1 32 90.65% -1.60% - -
ResNet-32 (Original) 32 32 93.29% - 69.74% -
ONGD (ours) 4 4 9170% -1.59% 66.18% -3.56%
SGD 4 4 9123% -2.06% 64.13% -5.61%
ONGD-D (ours) 1 8 9236% -093% 67.07% -2.67%
PQ-B (Bai et al,[2018) 1 32 9147% -1.82% - -
VGG13-small (Original) 32 32 93.17% - 72.06% -
ONGD (ours) 4 4 9269% -047% T1.19% -0.87%
SGD 4 4 9243% -0.74% 70.44% -1.62%

where « is a balancing parameter that also serves as a smooth label. Specifically, CE(-) is the
cross-entropy between the softmax output of low-precision models Q(wj;, ;) and true hard label,
and D[] is the KL divergence of the softmax output between low-precision Q(w;, w;) and full-
precision w; models. In the next second stage, following with the works (Hinton et al.,[2015; Zhuang
et al.| 2018)), we consider two-way knowledge distillation for low-precision and full-precision mod-
els in progressive training. As such, we continue to fine-tune the low-precision model with eq[21]
and update the full-precision model with eq[22} alternating between the two pieces of training,

L(w;) = O‘CE(yw,’ia Ytrue) + (1 — Q)DKL[ngvy@(wi;@i)} (22)

Since we have built a bridge between the two models, this measure to improve the accuracy of the
low-precision model can be attributed to a physical phenomenon called synchronization. The two
pendulum clocks placed on the same wooden board will have the same frequency #; and phase 65
after a while, whether their previous states § = (61, 02) are consistent or not. Here, the essence of
two-way distillation is also a synchronization phenomenon, which will synchronize the states 6’ =
(01,05, ,0) of the two models (namely the classification probability of the network output). The
KL divergence between the two models acts as the wooden board that transmits the kinetic energy
of two pendulum clocks to each other. As a result, we have obtained a low-precision model with

improved performance.

4 EXPERIMENT

In this section, we implement experiments to demonstrate the effectiveness of our proposed meth-
ods on benchmark datasets that are CIFAR and ImageNet mainly here. Intuitively, experiments on
CIFAR and ImageNet are the ablation study to validate the advantages of ONGD compared to SGD.
Comparisons with other quantizers on quantitative indicates will be carried out on ImageNet. All
experiments are conducted with TensorFlow (Abadi et al.,[2016) and Keras (Chollet et al., [2015)).

4.1 EXPERIMENTS ON CIFAR

In order to illustrate the superiority of the optimized natural gradient, we train QNNs with our
method ONGD on the CIFAR dataset from scratch. We choose 1-bit, 4-bit or 8-bit quantization
with eq@] and eq@] to test the ResNet-20 (He et al.,|2016) model and VGG13-small (Simonyan &
Zisserman, |2014) model with standard data augmentation and pro-precessing. Note thats VGG13-
small is the structure of VGG13 that does not contain all fully-connected layers. We use a weight
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Figure 2: Training and test curves of ResNet-20 compared between ONGD and SGD.

decay of le-4, a batch size of 128 and nesterov momentum of 0.9. The learning strategy is lowered
by 10 times at epoch 80, 140 and 200, with the initial 0.1. The accuracy results are shown in Table[T}
where the most significant results show that the 4-bit quantized ResNet-32 trained using ONGD has
better results than using SGD, i.e. 2.05% higher on CIFAR100 dataset.

By observing the curves in Figure[2] we see that our method ONGD can make the test error lower
when its training loss is much larger than SGD and ADAM (ADAM with a learning rate of le-4).
Under the same condition, including quantization function, quantized layers, etc., we evaluate the
training error of ResNet-20 model using ONGD that increases much more than using SGD (i.e.
1.49% in CIFARI10 and 4.86% in CIFAR100). However, the test error of ResNet-20 model with
ONGD can be lower compared to SGD (i.e. 0.14% in CIFAR10 and 0.92% in CIFAR100).

0.40 a4 T T 1.2
— Test error: SGD b — Test error: SGD
— Testerror: ONGD  |l035 ) e — Test error: ONGD
— Test error: ADAM 5 — Test error: ADAM 10
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epoch epoch

(a) VGG13-small on CIFAR10 (b) VGG13-small on CIFAR100

Figure 3: Training and test curves of VGG13-small compared between ONGD and SGD.

Similar to the above experiment, we test our method in Figure [3| using VGG13-small model that
is more redundant than ResNet model (The learning strategy of ADAM is lowered by 10 times at
epoch 80 and 180, with the initial 1e-4). The graph shows that the performance of ONGD in training
continues to be worse, but its test error is lower than SGD (i.e. 0.26% in CIFAR10 and 0.75% in
CIFAR100).

4.2 EXPERIMENTS ON IMAGENET

We next conduct experiments on the more challenging large ImageNet dataset (Krizhevsky et al.,
2012). For training, we use standard data augmentation, i.e., resize the images to 256x256 and then
randomly crop them to 224x224, and apply random horizontal flips. We use the 224x224 crop of
the images on evaluation. In weights or activations, the quantizer applies eq[I9 and eq[38] for 1-bit
or 8-bit, and we use eq[T9]and eq[39|for 4-bit. We show the accuracy results in Table 2]

For ImageNet, the quantized models are trained from the guidance of a pre-trained full-precision
model with a weight decay of le-4 and nesterov momentum of 0.9 followed with (Elhoushi et al.,
2019). The learning strategy is lowered by 10 times every 15 epochs, with the initial 0.1. As a re-
sult, the best accuracy for ResNet-50 with 8-bit quantization is less than the full-precision model by
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Table 2: The classification accuracy results on ImageNet and comparison with other quantizers for
fair, with AlexNet, ResNet-18, ResNet-50 and MobileNet. Note that the accuracy of full-precision
baseline is reported by (Elhoushi et al., 2019).

Method W A Top-1 Top-S
Accuracy Gap Accuracy Gap
AlexNet (Original) 32 32 56.52% - 79.07% -
ONGD-D-small (ours) 4 4  5589%  -0.63%  78.58%  -0.49%
DeepShift-Q (Elhoushi et al.,2019) 6 32  5497%  -1.55%  7826% -0.81%
ResNet-18 (Original) 32 32 69.76% - 89.08% -

56.40%  -13.36%  79.50%  -9.58%
58.63%  -11.13%  81.44%  -7.64%
63.40% -6.36% 84.90%  -4.18%
64.05% -5.71% 85.09%  -3.99%
60.32% -9.44% 83.02%  -6.06%
67.55% -2.21% 87.32%  -1.76%
62.46% -7.30% 84.78%  -4.30%

76.13% - 92.86% -

73.51% -2.62% 90.76%  -2.10%
75.10% -1.03% 92.40%  -0.46%
70.10% -6.03% 89.70%  -3.16%
76.10% -0.03% 92.88%  +0.02%
75.87% -0.26% - -

70.61% - 89.47% -

61.32% -9.31% 82.35%  -7.12%
61.38% -9.23% 83.73%  -5.74%
59.39%  -11.22%  82.35%  -7.12%
56.85%  -13.76%  80.35%  -9.12%
70.86%  +0.25%  89.60%  +0.13%
70.43% -0.18% 89.42%  -0.05%

Bi-Real (Liu et al.,[2018) 1
ONGD-D-small (ours) 1
QN (Yang et al.,2019) 1
ONGD-D-small (ours) 1
MetaQuant (Chen et al.,|2019) 1
ONGD-D-small (ours) 4
RQ ST (Louizos et al., |2019) 4

ResNet-50 (Original) 32

ONGD-D-small (ours) 4
LQ-Nets (Zhang et al.,[2018) 4
ABC-Net (Lin et al.|[2017) 5
8
8

ONGD-D-large (ours)
INTS (Zhu et al.,[2020)

MobileNet (Original) 32

ONGD-D-small (ours) 4
RQ (Louizos et al.,|2019) 5
SR+DR (Gysel et al.,|2018)) 5
5
8
8

RQ ST (Louizos et al.,[2019)
ONGD-D-large (ours)
RQ (Louizos et al.,[2019)

v h|Blowunhsr|BlrrBoorw——~

0.03% in Top-1 accuracy. For MobileNet (Howard et al.,2017), the accuracy of applying ONGD-D
is even slightly higher than the original model about 0.25% in Top-1 accuracy. As for 4-bit quanti-
zation, our performance is also better than some other quantizers under the same conditions. Note
that more ablation studies about the optimized natural gradient and distillation are in Appendix

5 CONCLUSION

By defining a convex function with a geometric structure, we get a novel Hyperbolic divergence that
helps us calculate the optimized natural gradient in weak curvature, i.e. differenting from the natural
gradient in arbitrary curvature under the definition of KL divergence. Coupled with the two-way
distillation between low-precision and full-precision models, we demonstrate that the QNN trained
with ONGD can achieve state-of-the-art classification results on ImageNet.

The development of QNNs began with the study of ultra low-precision, e.g. BNN (Courbariaux
et al.l 2016), BC (Courbariaux et al.l 2015), TWN (L1 et al.l 2016) and TTQ (Zhu et al.| 2016),
which replace multiplication with XNOR operation. It was later developed into DeepShift (Elhoushi
et al.,2019) that replaces multiplication with SHIFT operation. Recently, there are works to modify
the network structure (Bethge et al.,[2020) and activation function (Choi et al.|[2018bfa)), which can
be said to include all aspects of neural networks. Future work may need to pay more attention to the
characteristics of the quantization itself and use mathematical tools to study it.
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6 APPENDIX

6.1 STRAIGHT THROUGH ESTIMATOR IN N-BIT MODELS

Let us define L = L(a,, e;) where a; follows eq[9] that is chosen from (£27°,£271 ... |0), then
we get a new expression as

= 07,\
687; 8ai ’

Where e; is the noise source that influences s;, E,,[-] means the expectation over s;, and ¢ is a
constant. We have

0 0
Eei[éwiL} = 55 Bel]

i}%jum=*W0P@i>%b»+Z;LWw=—?M1—P@i>@BJH o

_ 513({;”[; Mas = +2) = 3 Lo = =)

For L(a; = £27), we can approximate it using the Taylor expansion:

- oL - 0L - 0L ;
L(a; = +27)) = L(a; = 0) + — 2\ + — 2% 40| = 2% |
9ai|5,—o 9a; |5,—0 9a; |5,—0
; 2 ’ 3 ; (25)
. oL . 0°L ; O°L ;
L(a; = —29)) = L(4; = 0) — ——| 2 2% + 0 237 | .
=) =L =0~ | Y| s < = )
For %ﬁ?lsi), we split it into two parts:
8P(sl > €i|8i) . 8P(sl > €i|8i) I 8P(Sl > €l|81)
0s; o Os; 0s;
[si]>1 [si|<1 (26)
1 Si
_ 9 [ 3 de; N 8f_si 1 de; .
851- 6Si |sil<1-
Combining eq[25]and eq[26] the eq[24]can be derived as
oL 0L
Ee, | 7| =1, 2y 29— 27
" {851} i (22 g5 0
J =
2% _
Let2} 2% = c, then
oL oL
]Eei |:a$} = Cg o ]I‘Silgl' (28)
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6.2 DEFINITION OF DIVERGENCE IN A MANIFOLD

D[P : @] is called a divergence when it satisfies the following criteria:
) D[P :Q] > 0.
2) D[P : Q] = 0 when and only when P = Q.

3) When P and ( are sufficiently close, by denoting their coordinates by ¥p and 1q = ¥ p + dip,
the Taylor expansion of D is written as

D[yp : hp + dy)] = Z Gij(Pp)dy’d? + O(|d|?), (29)

4,7
and Riemannian metric G;; is positive-definite, depending on vp.
6.3 BREGMAN DIVERGENCE

Bregman divergence D B[ Pw ] is defined as the difference between a convex function 7,/}( ) and
its tangent hyperplane z = ¢ (w') + (w — w’)Vi(w’), depending on the Taylor expansion at the

point w':
Dplw: w'] = P(w) — Pp(w') — (w —w)Vip(w'). (30)
6.4 KL DIVERGENCE AND FISHER INFORMATION MATRIX

KL divergence can be defined between ) (x|w) and ¢ (x|w’):
Dicel(afu) : alu’)) = [ w(atu)logv(alulds — [ (alw)logwlalu)dz.  GD
The first derivative is:

V. D1 [ () : (afun’)] /wmquMWWM—/wmquMMw>

—— [ w(alw) Vo log (el

(32)
The second derivative is:

V3 D [balu) s w(al)] = [ w(alw) VA ogv(aluw)ds — [ w(alw) Vs log v(elu')da

- /¢(x|w)vw/ log ¢ (x|w')dx
(33)
We deduce the Taylor expansion of KL divergence at w = w':

D [(x|w) : ¢p(zw")] = Dicr [(x|w) : ¢ (z]w)]-

(/wumn%mgwummwwm)mﬁ—1@(/¢umn%mgwﬂwmrww0dwr

o o) o )

—(v/wa )mu_m(/w V(o) - Tyl le) ) 1
e g (5 st o [S05] [S5857] )

1
= §dwE,¢,w [V log ¢(w)V log ¢ (w)]dw " = idwFijdw .

(34)
The Taylor expansion of KL divergence at w = w' is related to Fisher Information Matrix.
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Table 3: The ablation studies on ImageNet, with AlexNet, ResNet-18 and ResNet-50. Note that the

accuracy of full-precision baseline is reported by (Elhoushi et al.,[2019).

Method W A Top-1 Top-5
Accuracy Gap Accuracy Gap
AlexNet (Original) 32 32 56.52% - 79.07% -
ONGD-D (ours) 4 4 55.89%  -0.63%  78.58%  -0.49%
ONGD (ours) 4 4 5495% -1.57%  78.38%  -0.69%
SGD 4 4 53.84%  -2.68%  T1.57% -1.5%
ResNet-18 (Original) 32 32 69.76% - 89.08% -

ONGD-D (ours)

SGD

4 4 67.55% -221% 81.32% -1.76%
ONGD (ours) 4 4 66.42% -334%  86.20% -2.88%
4 4 64.64%  -5.12%  85.10% -3.98%

ResNet-50 (Original) 32 32 76.13% - 92.86% -

ONGD-D (ours)
ONGD (ours)
SGD

I

4 73.51%  -2.62%  90.76%  -2.10%
4 71.80%  -433% 90.45% -2.41%
4 68.99% -7.14%  89.39%  -3.47%

6.5 HYPERBOLIC DIVERGENCE

The first derivative of Hyperbolic divergence is:

Vi Dglw' — 1 : w— 0] = Vy log cosh(w' — ) — 0 — Vi (w' — w) tanh(w — )
— A).

= tanh(w’ — @) — tanh(w

The second derivative of Hyperbolic divergence is:

V2, Dyw' — b : w— @] = V2, log cosh(w' — ) — 0 — V2, (w' — w) tanh(w — )

= 1 — tanh®(w’ — ).

We deduce the Taylor expansion of Hyperbolic divergence at w = w':
Dy[w' —:w— 0] =~ Dg[w —: w— 0]+
!

vec (tanh(W — W) |w—w — tanh(w — W)) dw ' +

1

5w diag (vec(1 — tanh®(W — W))) [wewdw "
1

= Edw diag (vec(1 — tanh*(w — W))) dw .

6.6 QUANTIZATION FUNCTION

The uniform quantization:

i = max(|uwi)) [2,?_11_1 round ((2’“ - 1)m;‘()|w|)ﬂ .

The non-uniform power quantization:

(35)

(36)

(37

(38)

w; = max(|w;|) [Sign(wi)T round (clip(logg(lwi| +e),—2F1 ¢ 1,0))] ) (39)
m

ax(|wil)

where ¢ is a small constant to prevent the log function from exploding. In a convolutional layer, the
full-precision convolutional operation can be converted into the low-precision fixed-point convolu-

tional operator and multiplied by a factor max(|w;|) max(|a;|) ﬂ

>The operator Conv(-, -) means the 2D convolutional operation.
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Conv(w;, a;) ~ Conv (max(w¢|)nm;€w,max(|ai)nm)f(w> (40)
wW; a;
= max(Jw;|) max(]a;|) Conv (max(|wi|)’ max(ai|)> '

6.7 THE ABLATION STUDY ON IMAGENET

The ablation studies on ImageNet are shown in Table [3] We train QNNs with our method on the
ImageNet dataset from scratch, with a weight decay of le-4 and nesterov momentum of 0.9. The
learning strategy is lowered by 10 times every 15 epochs, with the initial 0.1 and a batch size of 128.
During training and inference, we strictly ensure that quantization function and other conditions are
the same. We use the initialization of Xavier, and quantize the weights and activations of all layers
except the first layer where the low-precision model is trained from scratch.
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