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Abstract

Effective emotional support (ES) is crucial to
preventing severe mental health issues amid
widespread mental disorders and limited access
to psychological counseling. However, current
emotional support conversations are limited by
their simplistic single-turn interactions and lack
the capability for multi-turn, look-forward strat-
egy planning, which impedes accurately iden-
tifying users’ emotional states. Additionally,
ground-truth-based evaluation metrics fall short
in practically assessing supportiveness and em-
pathy in realistic dialogues. In this paper, we in-
troduce a proactive emotional support conversa-
tional system (ProESC) to address these issues.
Utilizing a small pre-trained language model,
we enable the anticipation of future support
strategy sequences as simulation hints, guid-
ing LLMs in generating emotionally support-
ive responses and training with goal-oriented
rewards. For pragmatic user feedback assess-
ment, we employ a GPT-4 based user simulator
to represent vulnerable users in need of sup-
port, evaluating responses with multi-faceted
metrics. Extensive experiments demonstrate
that our model surpasses competitive baselines
in both strategy planning and dialogue gener-
ation, offering a more nuanced and effective
approach to emotional support.

1 Introduction

Emotional Support (ES) aims to precisely com-
prehend the emotional states of users, empatheti-
cally reduce their distress, and effectively provide
suggestions to aid them in resolving their chal-
lenges (Burleson, 2003; Heaney and Israel, 2008).
Targeting these potential capabilities, Emotional
Support Conversation (ESC) system has garnered
widespread attention in research (Liu et al., 2021;
Tu et al., 2022; Deng et al., 2023c). However, the
majority of research on Emotional Support Con-
versation (ESC) systems has concentrated on pre-
dicting single-turn support strategies and generat-
ing empathetic responses, aiming for more precise
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Figure 1: An example of emotional support dialogue
generation when proactively anticipating future dia-
logues and look-forward strategy planning. The support
strategies adopted by the supporter are presented in red
italics before the utterances. Compared with directly re-
ply, proactive emotional support conversation provides
more comprehensive and effective response.

skill application and supportive interactions. Such
approaches fall short of enabling comprehensive
dialogue strategy planning in a proactive manner.
Proactivity can be defined as the capability to create
or control the conversation by taking the initiative
and anticipating the impacts on themselves or hu-
man users, rather than only passively responding
to the users (Grant and Ashford, 2008; Deng et al.,
2023a). Proactive emotional support dialogue sys-
tems are distinguished by their capacity to foresee
potential future emotional states by engaging in
look-forward support strategy planning.

One major challenge in proactive ESC involves
managing a long planning horizon strategy plan-



ning (Cheng et al., 2022). Beyond merely focus-
ing on the current support response and immediate
user feedback, ESC system should anticipate the
user’s emotional state over the next several dia-
logue turns. Furthermore, the system should also
identify the most approperiate strategy sequence to
alleviate user distress and effectively steer support-
ive responses. Notably, proactive strategy planning
enables ESC to predict the implicit emotional state
and deploy corresponding techniques to mitigate
potential risks. It also aims to boost user engage-
ment and enhance the efficiency of support through
its look-forward heuristics.

Another significant challenge for ESC systems
lies in assessing user feedback—specifically, evalu-
ating the extent to which the system has effectively
provided support and alleviated user distress. Cur-
rent ESC systems utilize automatic metrics such
as perplexity (PPL), BLEU, ROUGE-L, and ME-
TEOR to gauge generation quality, alongside Accu-
racy and F1 for strategy prediction accuracy. Fur-
thermore, many studies have performed human
evaluations by inviting several students or profes-
sional experts to role-play as users and compare the
effectiveness of different systems. However, both
evaluation methods heavily depend on the train-
ing dataset and often fail to accurately measure the
supportive quality of the responses. Therefore, ex-
ploring a new reward mechanism that incorporates
human user simulation and a scoring system could
prove valuable.

To address the aforementioned challenges, we
propose the ProESC ! (Proactive Emotional
Support Coversation) method in this paper.
ProESC integrates two pivotal components: Look-
forward Strategy Planning and User Feedback
Assessment. Illustrated in Figure 1, ProESC begins
by understanding users’ emotional states and pre-
dicting their implicit support needs. Subsequently,
the system’s strategy planning extends beyond sim-
ple response generation. Instead, ProESC crafts
a sequence of supportive strategies for the next
following turns to deliver a comprehensive and
helpful response. For look-forward strategy plan-
ning, drawing inspiration from the LLM-induced
method proposed by Li et al. (2023), we employ an
LLM-enhanced, prompt-guided approach within
a reinforcement learning (RL) framework to facil-
itate proactive support strategy planning. More-
over, for realistic user feedback assessment, we go
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beyond mere evaluation of response fluency and
strategy prediction accuracy. We utilize a GPT-
4 based user simulator to evaluate the response
across multiple goal-oriented metrics, such as Flu-
ency, Identification, Comforting, and Suggestion,
and then aggregate these to calculate an overall
score. This score assesses user feedback to the
support response, offering a practical reward for
ProESC during training process.

To summarize, our contributions in this work are
these three perspectives:

e We creatively present a proactive frame-
work for multi-turn ESC strategy planning,
designed to generate look-forward support
strategy sequences while integrating a goal-
oriented reward signal with LLM-induced
framework.

e To more effectively and practically evaluate
the supportive capacity and helpfulness of
ESC systems, we propose a novel GPT-4
based user simulation assessment mechanism,
gauging the quality of ESC systems in a real-
istic manner.

e We conduct multifaceted experiments thor-
oughly to validate the effectiveness of our
model, which demonstrates competitive per-
formance on strategy planning and supportive
response generation tasks.

2 Related Work

2.1 Emotional Support Conversations

Initial datasets for ESC systems primarily centered
on single-turn interactions between systems and
users by extracting post-response data from on-
line social media platforms and were constructed
using a crowdsourcing framework (Medeiros and
Bosse, 2018; Sharma et al., 2020). Liu et al. (2021)
were pioneers in proposing a well-defined multi-
turn ESC task, undertaking the development of
the annotated ESConv dataset grounded in mental
health support theory (Hill, 2009), and incorporat-
ing well-crafted support skills such as questioning
and self-disclosure.

Building on this foundation, subsequent re-
search has explored data-driven approaches to the
ESC task (Peng et al., 2022). Moreover, meth-
ods enhanced by knowledge have been integrated
to improve the effectiveness of emotional sup-
port provided. Tu et al. (2022) introduced a
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Figure 2: Model Architecture. The policy model is trained for generate future strategies to induce LLMs in ESC
tasks by supervised fine-tuning and PPO based reinforcement learning.

commonsense knowledge reasoning framework,
COMET, for precise emotional state identifica-
tion and skilled strategy selection. Advancing
towards a knowledge-enhanced, mixed-initiative
ESC, Deng et al. (2023c) were the first to pro-
pose mixed-initiative interaction strategies between
users and systems, incorporating the knowledge
graph HEAL (Welivita and Pu, 2020) for lever-
aging external knowledge. For multi-turn strategy
planning, Cheng et al. (2022) introduced lookahead
heuristics to predict future user feedback follow-
ing specific strategies, aiding in the selection of
approaches that promise the most beneficial long-
term outcomes. Their work significantly demon-
strates that, with the adoption of lookahead strategy
planning, multi-turn ESC systems can operate more
effectively and beneficially, reducing user distress
and enhancing emotional support.

2.2 LLM-enhanced Response Generation

Recently, advancements in large language models
(LLMs) have significantly improved question an-
swering and dialogue generation capabilities, lead-
ing to their growing popularity in contemporary
practical applications. Li et al. (2023) and Hu et al.
(2023a) incorporated LLLM-induced dialogue re-
sponse generation models, enhancing them with
directional stimulus prompts towards task-oriented
dialogue generation and other natural language
processing (NLP) tasks. Additioanlly, Hu et al.
(2023b) harnessed LLMs as user simulators, signif-
icantly advancing the capabilities of task-oriented
dialogue systems and indicating LL.Ms effective-
ness in user feedback assessment. Except for fine-
tuning LLMs with task-specific data, LLMs have

demonstrated their effectiveness as external experts
guided by carefully crafted instructions for a wide
range of goal-oriented dialogue systems. (Lai et al.,
2023; Zhang et al., 2023; Deng et al., 2023b).

3 Problem Fomulation

As a goal-oriented dialogue system, ESC focuses
on comprehending user distress and delivering sup-
portive responses informed by the dialogue history.
Specifically, given a user-system dialogue compris-
ing n turns, represented as hy, = (1,22, ..., Tn),
where x; denotes each user-system dialogue turn,
traditional ESC tasks have been concerned with
generating the subsequent utterance r; employ-
ing an optimal support strategy §; € S, assum-
ing a set of all possible support strategies S. To
address the challenge of long-term strategy plan-
ning, we introduce the proactive emotional sup-
port conversation (ProESC) task. Here, the sup-
portive response for the ¢-th turn r; is generated
corresponding to (hy, s;), encompassing pairs of
dialogue histories h; and anticipated future strat-
egy sequences s; = (S, S¢+1, .., Sp) and select §;
as the approperaite skill at ¢-th turn. Compared to
single-turn supportive responses, ProESC enhances
strategic planning with a look-forward motivation,
thereby improving the effectiveness and empathy
of responses.

4 Methodology

4.1 Overview

For emotional support response generation, we con-
sider an input dialogue history space denoted as H,
a data distribution represented by D over H, and a



response output space referred to as R. Leverag-
ing their powerful in-context learning and few-shot
prompting capabilities, LLMs are capable of un-
dertaking a wide range of goal-oriented tasks and
producing output by incorporating task descrip-
tions, select demonstration examples, and the input
dialogue history within the prompt. In proactive
ESC task, we propose the incorporation of antici-
pating future supportive strategy hints denoted as s
into the prompt, inspired by the Directional Stim-
ulus Prompting (DSP) approach (Li et al., 2023).
To generate future strategy stimulus for each input
dialogue history h, we use a small tunable language
model for proactive strategy planning, represented
as ppro(s|h). We then use this strategy sequence
s along with the dialogue history h, to construct
the prompt that steers the LLM toward generat-
ing supportive response, denoted as pr s (7|h, ),
through black-box API calls, whose parameters are
not accessible or tunable.

4.2 Look-forward Strategy Planning

In ESC task, system take actions to correspond-
ing input senetences by users and generate helpful
communication skills, denoted as strategy, such as
Question, Restatement or Paraphrasing, and Self-
disclosure, which guides to supportive responses
like "Tell me more please. I am all ears. When
did this happen? How long ago? (Question)" or "l
can understand how that would make you feel. I
have had to deal with a lot of bullies and I know
how hard it can be. (Self-disclosure)". To proac-
tively generate supportive strategies with looka-
head heuristics, we first train a supervised fine-
tuning model TS on a small collection of labeled
data (1% or 10%).

To improve the capacity of LLMs for generat-
ing task-specific responses, we utilize anticipated
future supportive strategies, extending from the
current turn to the conversation’s conclusion, as
contextual cues. These cues assist in steering the
LLM towards generating responses to queries pre-
sented in the current user turn. Different from
single-turn strategy selection, we follow the se-
quence encoding fashion presented by Cheng et al.
(2022) and formulate the anticipated stratigies as
s, which implies the potential response for emo-
tional supporter in the following turns. The re-
sulting dataset, denoted as D = (h, s), composes
of dialogue history sequences and future strat-
egy sequences. As demonstrated in Section 3, a
n-turn dialogue history sequence is encoded as

h = (z1, z9, ..., ©,), and corresponding response
strategy sequence s = (8¢, S¢+1, .-+, S ), Which §;
denotes the strategy at i-th turn. Subsequently,
we refine the policy model by optimizing the log-
likelihood as follows:

Lpro = —En s)~plogprsc(s | ) (1)

Guided by the fine-tuning policy model, we de-
velop a proactive strategy planning method to eval-
uate whether to adopt a particular strategy by com-
prehensively considering the dialogue history and
the potential user response. To more effectively
and accurately adapt supportive strategy towards
achieving desired outcomes for the dialogue goal,
we further employ reinforcement learning frame-
work to refine the policy model, guided by new-
designed rewards. Inspired by Li et al. (2023) and
Hu et al. (2023a), we introduce RL framework and
LLMs for emotional support response generation.
Details are illustrated in the following section.

4.3 Goal-oriented Response Optimization

In this section, we initially detail the design of the
Reinforcement Learning (RL) framework tailored
for precise forward-looking strategy planning. Sub-
sequently, leveraging the robust in-context learn-
ing and generation capabilities, we introduce a
model for response generation induced by Large
Language Models (LLMs), aimed at producing em-
pathetic and natural responses.

RL-enhanced Strategy Planning. The objec-
tive is to guide LL.Ms to generate helpful and sup-
portive responses with the instruction of appropri-
ate strategies. Therefore, we employ an RL frame-
work and an alignment measurement R for more
effective strategy planning. Here, we aim to maxi-
mize the following objective:

EhN'D,SNpPRo(-‘h) (2)

r ~prom(c | b, s)[R(h,7)] 3)

In the aforementioned formula, the performance
of LLMs is significantly dependent on simulation
hints, such as anticipated strategies, due to the non-
tunable nature of the parameters within the black-
box LLM. Consequently, we define Rz s to cap-
ture the performance of the underlying strategy s
instructed LLMs as follows:

Riim(h,s) =R(h,r) €))



7~ pLm(- | b, 8) 5)
Therefore, the optimization objective in formula
(2) and formula (3) can be refined as:

Ir)r;gi( EhND,SNPPOL('Ih) [Ruim(h, s)]  (6)

To tackle the challenge of optimizing the policy
model, we employ the Proximal Policy Optimiza-
tion (PPO) algorithm as proposed by Schulman et
al. (Schulman et al., 2017). Initially, we utilize
the policy model to instantiate a policy network
T = ppoL, and subsequently update 7 using PPO.
Within this framework, proactive strategy planning
can be conceptualized as a Markov Decision Pro-
cess (MDP) characterized by the tuple <S, A, r,
P>. Specifically, in the context of proactive ESC
tasks, S denotes the environmental state during
user-system interactions, A represents the space of
supportive strategies, r signifies the task-oriented
reward score (as elaborated in Section 4.5), and P
denotes the state-transition probability.

For instance, at the ¢-th turn, the system gen-
erates a correct strategy sequence s for the sub-
sequent turns based on the current policy network
7 (8>t | h, s< t), terminating the episode upon se-
lecting the end-of-sequence action. However, gen-
erating the strategy sequence of s> ¢ proves chal-
lenging, particularly at the dialogue’s onset when
s> 1s excessively lengthy. Thus, we opt to specif-
ically select strategies for the subsequent k turns,
modifying the policy network to 7 (S¢+k | b, S<t).
The policy network 7 can be fine-tuned through the
optimization of the reward r:

Er[r] = Epop son(n) X (R, 8)] (7)

LLM-induced Response Generation. In
our work, we leverage black-box LLMs for re-
sponse generation with manually constructed goal-
oriented prompts as the task description for the
LLMs to understand the dialogue context and its
responsibility on emotional support task. To im-
prove better context-understanding and genera-
tion capabilities, we introduce a Zero-shot Chain-
of-Thought (CoT) approach for LLM-induced re-
sponse generation (Kojima et al., 2022). CoT
prompts are tailored more closely to the emotional
support objective by integrating predictive cues of
user emotional states. This allows the LLM to pro-
vide a reliable emotional support response along
with its reasoning with the instruction of the simu-
lated hints s.

4.4 User Feedback Assessment for Reward

Automatically predicting user emotional states and
their associated feedback at each interaction turn
poses a significant challenge in Emotional Support
Conversation (ESC) tasks, thereby complicating
the evaluation and reward design processes. Draw-
ing inspiration from leveraging LL.Ms as user sim-
ulators capable of generating queries, predicting
response satisfaction, and forecasting actions, we
utilize LMs to assess user feedback. We further
integrate this feedback score with the automatic
metric ROUGE-L (R-L) (Lin, 2004) for reward.

LLM as User Feedback Predictor. Prior re-
search has relied on human experts to provide task-
oriented assessments using multidimensional met-
rics such as fluency, empathy, and suggestion qual-
ity. To ensure a reliable and explainable user simu-
lation, we instruct the large language model (LLM)
to embody the role of a help-seeker, articulating
their satisfaction with the responses in a stepwise
manner. Specifically, we adopt a multidimensional
approach to evaluate the quality of ESC responses,
employing a 5-star rating system across four key
dimensions: (1)Fluency: This measures the extent
to which the system generates responses that are
not only fluent but also easily comprehensible. (2)
Empathy: This dimension assesses the degree to
which the model exhibits appropriate emotional
responses, including warmth, compassion, and con-
cern, enhancing the empathetic connection. (3)
Identification: This evaluates the system’s effec-
tiveness in delving into the user’s situation to ac-
curately identify the problem at hand. (4) Sugges-
tion: This measures the model’s ability to offer
constructive and helpful suggestions. Following
this, we compute the overall feedback by consider-
ing the varying weights assigned to each dimension,
thereby providing a comprehensive evaluation of
response quality.

ruFA =Y Aigs ®)
j=0

where ); is a hyperparameter to adjust the weight-
ing of each metric, thereby calibrating the influence
of individual dimensions on the overall evaluation.

Goal-oriented reward. In ESC task, we define
the competency level of the dialogue goal as our
reward, which consists of automatic metric (rgz_y,)
and simulated human interactive metric (ryga).



Model | Training Data | PPL. B-1 B-2 B-3 B4 R-L
Standard Prompting | - | 919 1432 421 204 137 1146
ProESC 1% 1325 1938 794 436 251 1423
ProESC (w/o lookahead) 1% 12.17 1745 7.19 3.78 249 13.39
ProESC (w/o user feedback) 1% 13.16 1833 792 3.65 240 13.01
ProESC 10% 1592 23.61 993 582 3.17 21.53
ProESC (w/o lookahead) 10% 1545 20.66 9.78 531 3.06 21.03
ProESC (w/o user feedback) 10% 1537 21.74 879 447 252 20.63
DialoGPT-Joint (Liu et al., 2021) 100% - - 500 - - 15.09
BlenderBot-Joint (Liu et al., 2021) 100% - - 5.35 - - 15.46
MISC (Tu et al., 2022) 100% 16.16 - 731 - 220 1791
GLHG (Peng et al., 2022) 100% 1567 19.66 7.57 3.74 2.13 1637
MultiESC (Cheng et al., 2022) 100% 1541 21.65 9.18 499 3.09 2041

Table 1: Automatic evaluation results on the response generation. w/o lookahead is trained without proactive strategy
planning on the fine-tuning policy model, and w/o user feedback removes the partition of GPT-4 simulation from
current reward score. The strategy planning is conducted on the future 3 turns, which performs the best when k =3 .

This can be mathematically formulated as follows:
rj = QrR—r + Q2ryra )

where r; represents the reward for the ¢-th turn, oy
and as is the hyperparameter to scale the reward
respectively.

To ensure that the policy network 7 remains
closely aligned with the initial policy model, we
incorporate a KL-divergence penalty into the re-
ward structure. Consequently, the adjusted reward
formulation is as follows:

(s | h)

pEsc(s | h)
(10)

r(h,s) = Ruom(h, s) — Slog

5 Experiments

5.1 Experiment Setup

Dataset. Our research utilizes the ESConv dataset
as described in (Liu et al., 2021). ESConv com-
prises 1,300 extensive dialogues, totaling 38,350
utterances across various emotional support scenar-
ios, which were developed using a crowdsourcing
approach. The dataset encapsulates eight distinct
types of support strategies. Consistent with the
original ESConv dataset partitioning, we adopted
an 8:1:1 split for our training, validation, and test-
ing sets, ensuring fidelity to the dataset’s intended
use for rigorous model evaluation.

Baseline. We compare our method (ProESC)
with five state-of-the-art methods and a standard
LLM-induced method on the ESConv dataset:

DialoGPT-Joint, BlenderBot-Joint (Liu et al.,
2021), MISC (Tu et al., 2022), GLHG (Peng et al.,
2022) and MultiESC (Cheng et al., 2022). We also
introduce Standard Prompting as the baseline
model, which design the instruction to let LLMs to
reply the previous dialogue history based on task
description.

Metrics. For response generation, we employ
the following automatic metrics: perplexity (PPL),
BLEU-1/2/3/4 (B-1/2/3/4) (Papineni et al., 2002),
ROUGE-L (R-L) (Lin, 2004). For strategy plan-
ning, we adopt Accuracy and Weighted F1 for
automatic evaluation. For human interactive evalu-
ation, we recruit six graduate students with psycho-
logical backgrounds as annotators to chat with dif-
ferent models on randomly sampled 100 examples
from the test set. These annotators are instructed to
select which one performs better (or tie) according
to the human evaluation metrics proposed in Liu
et al. (2021).

Implementation. We employ T5 (Raffel et al.,
2020) as the fine-tuning model for strategy plan-
ning and leverage GPT-3.5-turbo (OpenAl, 2021)
as the specific LLM which generates response.
GPT-4 (Achiam et al., 2023) is utilized as the user
simulator that provides user feedback scores.

5.2 Automatic Evaluation of Response
Generation

Comparison with Baselines. Our initial investiga-
tion focuses on the response generation capabilities
of ProESC, setting it against various baseline mod-
els for comparison. Table 1 clearly demonstrates
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significance test).

Model Accuracy Weighted-F1
DialoGPT-Joint 26.03 23.86
BlenderBot-Joint 29.92 29.56
MISC 31.61 -
MultiESC 42.01 34.01
ProESC(w/o lookahead) 41.93 34.09
ProESCj—1 42.34 33.92
ProESCj—o 42.81 34.76
ProESCy_3 43.57 36.23
ProESCjy—4 42.90 35.01
ProESCy_j5 41.92 32.51

Table 3: The strategy planning performance of ProESC
and the baseline methods (training with 10% data). Note
that k represents anticipating the future k turns strategy.

that ProESC significantly surpasses the standard
prompting method that utilizes few-shot training
data on a small fine-tuning model. This finding
highlights the advantage of our Zero-shot Chain-of-
thought prompt design and underscores the efficacy
of employing stimulus hints. Remarkably, ProESC
outperforms DialoGPT-Joint and BlenderBot-Joint
by 2.94% and 2.59% in BLEU-2 (B-2) score re-
spectively, even when trained on just 1% of the
data. This achievement across other metrics as
well indicates the potential of LLMs to effectively
grasp context features with minimal training data.
When fine-tuned with 10% of the training data,
ProESC not only outshines state-of-the-art (SOTA)
methods across most metrics but also secures the
second-highest performance in perplexity (PPL).
Specifically, it exceeds the performance of the simi-
lar lookahead strategy planning method, MultiESC,
by 1.96% in BLEU-1 (B-1) and 1.12% in ROUGE-
L (R-L). These experimental outcomes affirm the
robust in-context few-shot learning capacity and
the proficiency of our LLM-based framework in
generating effective supportive responses.

Ablation Study. In our ablation study, we assess

the impact of removing the lookahead feature and
solely relying on the automatic R-L metric for the
reward function in our methodology. The results,
under both 1% and 10% training data configura-
tions, exhibit a noticeable decline in performance
without the lookahead component. This outcome
unequivocally confirms the significance of these in-
novative elements in enhancing the method’s effec-
tiveness. Additionally, it was observed that ProESC
without the lookahead strategy (ProESC (w/o looka-
head)) underperforms compared to ProESC without
user feedback (ProESC (w/o user feedback)) across
the board. This discrepancy can be attributed to
the fact that user feedback is integrated into the
reward function with a specific weighting, whereas
the lookahead heuristic plays a more pivotal role in
the efficient generation of supportive responses.

5.3 Automatic Evaluation of Strategy
Planning

Comparison with Baselines. The efficacy of our
strategy planning approach is detailed in Table 3,
where the advantages of proactive strategy plan-
ning, through the anticipation of future support
strategies, are evident. Our method outperforms
all other models tested, showcasing superior per-
formance. Specifically, ProESC demonstrates sig-
nificant improvements over baseline methods in
both Accuracy and Weighted F1 metrics. Notably,
when forecasting up to three future dialogue turns,
ProESC exceeds the performance of the SOTA
strategy planning method, MultiESC, by margins
of 1.56% and 2.22% in Accuracy and Weighted
F1, respectively. This highlights the effectiveness
of our approach in leveraging anticipatory strategy
planning to enhance support strategy identification
and implementation.

Ablation Study. In our exploration of the strate-
gic planning method’s variants, we considered



Bot: What can I help you with?

User: Lately, my friends started to make jokes about
my face being ugly. They even called my face as flat
as a pan! What should i do? I see them everyday!
Ground-Truth: (Affirmation and Reassurance) I'm
sure you are very handsome! They could just be
jealous.

Standard Prompting: It must be hard. Just ignore
their words and be yourself.

BlenderBot-Joint: You should tell them to calm
down.

MultiESC: (Question) That’s horrible! Have you
tried talking to them about it?

ProESC: (Affirmation and Reassurance)) I'm sure
they must be joking. You look pretty good!
ProESC (w/o lookahead): (Reflection of Feelings))
It’s must be very hard for you to deal with that.
ProESC (w/o user feedback): (Question) Have you
ever stop them from calling you like this?

Table 4: Case study. The upper part is an example of
the dialogue history in the test set of ESConv. The lower
part shows the responses from different models.

different lengths for future turn predictions, ex-
tending up to 5 turns. As illustrated in Table 3,
ProESC (w/o lookahead) focuses solely on the strat-
egy applicable to the current turn. Conversely,
ProESCj,—- is designed to forecast the sequence
of strategies over the next k turns, implying that
the total sequence length is k£ + 1, inclusive of the
current strategy. The data presented in Table 3 in-
dicate that our method outperforms when k£ = 2
and k = 4, and reaches its peak performance at
k = 3. However, we observed a decrease in ac-
curacy for predictions extending to 4 and 5 future
turns, attributable to the complexities associated
with decoding longer-term sequences. Based on
these findings, we opted for k = 3 as our preferred
setting for subsequent comparative experiments,
optimizing our approach for this specific future
turn length.

5.4 Human Interactive Evaluation

Recognizing the limitations of automatic evalua-
tion for the ESC task, we complemented our as-
sessment with human evaluations. To this end,
we enlisted human experts to evaluate the com-
peting systems, focusing on four critical metrics:
Fluency, Comforting, Identification, and Sugges-
tion. The results, detailed in Table 2, reveal that
ProESC surpasses the competitive method Mul-
tiIESC across all evaluated metrics. Moreover,
ProESC demonstrates superior performance com-

pared to BlenderBot-Joint, particularly on the lat-
ter metrics related to support and empathy. These
areas are vitally important to the ESC task, under-
scoring ProESC’s adeptness in handling the nu-
anced aspects of providing emotional support and
empathy through conversational Al In our abla-
tion study, the observed performance advantage
of ProESC over its ablated versions is substan-
tial, clearly demonstrating the effectiveness of our
methodology’s key components.

5.5 Case Study

Table 4 presents a case study derived from the test
set, wherein we compare the responses generated
by baseline models against our ProESC framework.
When provided with standard task-specific instruc-
tions, ChatGPT produces a response that lacks em-
pathy and offers a suggestion that is not meaningful.
Meanwhile, although MultiESC and BlenderBot-
Joint manage to provide helpful support or delve
into the user’s thoughts, they fall short in selecting
the appropriate strategy that aligns with the ground
truth answer. In contrast, ProESC demonstrates a
remarkable ability to identify the correct strategy,
steering the system towards generating responses
that are not only supportive but also more empa-
thetic and helpful than those of the ablation mod-
els. Additionally, ProESC and its variants are capa-
ble of generating responses that are more closely
aligned with the current topic and offer more con-
crete suggestions compared to other baseline mod-
els.

6 Conclusion

In our study, we introduce a pioneering approach
for generating responses in proactive emotional
support conversations (ProESC), leveraging large
language models (LLMs) and incorporating look-
forward strategy planning. This approach is un-
derpinned by a fine-tuning policy model designed
to predict future supportive strategies, thereby fa-
cilitating improved long-term strategic planning
within a reinforcement learning framework. To
further refine the evaluation of response quality,
we integrate GPT-4-based predictions of user feed-
back as part of a composite reward mechanism,
aiming for a more realistic and goal-oriented as-
sessment of conversational outcomes. Empirical
results have achieve competitive performance both
response generation and strategic planning com-
pared with SOTA methods.



Limitations

While our proposed method demonstrates compet-
itive outcomes in the Emotional Support Conver-
sation (ESC) domain, it’s imperative to approach
the practical application of LLMs with increased
scrutiny. In our research, we leverage LLMs as a
tool for generating responses, akin to a black-box
utility, without delving into the potential enhance-
ments achievable through fine-tuning with domain-
specific expertise in emotional support. This over-
sight suggests that incorporating expert knowledge
in emotional support into the fine-tuning process of
LLMs could yield even superior performance. Fur-
thermore, the aspects of safety and privacy in the
context of LLM-enhanced ESC require thorough
examination to ensure that these systems do not
inadvertently compromise user confidentiality or
propagate harmful biases. Additionally, there’s a
significant avenue for research in developing per-
sonalized and adaptive emotional support conversa-
tions. Such tailored interactions have the potential
to profoundly impact psychological therapy and
mental health support.
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